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Executive Summary

There has been an increasing interest in rigorous impact evaluation of development activities,
as evidenced by the decision of the Royal Swedish Academy of Sciences to award the Sverige
Riksbank Prize in Economic Sciences in Memory of Alfred Nobel 2019 to development economists
Abhijit Banerjee, Esther Duflo, and Michael Kremer. Donors and implementing organizations give
increasing importance to impact evaluations for reasons of transparency, efficiency, and institu-
tional learning. A main focus in recent years has been on the evaluation of employment promo-
tion programs, because employment promotion and the improvement of employment condi-
tions and labor income have been identified as important channels to alleviate poverty and in-
crease welfare.

The importance of employment in the global development agenda is reflected in the World
Bank’s 2013 World Development Report on “Jobs” (World Bank, 2012) and the United Nations’
Sustainable Development Goal (SDG) #8 “Decent work and economic growth”. In German devel-
opment cooperation, “Economic activity, trade and employment” is one of the three pillars of
the “Marshall Plan with Africa” (BMZ, 2017). Therefore, employment promotion has also played
an important role for many years in the activities of the implementing agency for development
cooperation in Germany, Deutsche Gesellschaft fiir Internationale Zusammenarbeit (GIZ) GmbH.
The sector project on “employment promotion in development cooperation” has been advancing
the implementation of the German development cooperation agenda in partner countries world-
wide for more than twenty years and has produced a series of studies addressing appropriate
methodologies for impact evaluation (Kluve, 2011; Kluve and Stoterau, 2014; RWI, 2013, 2014)
as well as a study putting these approaches into practice (RWI, 2019).

More recently (starting in 2015), GIZ’s Employment and Skills for Development in Africa (E4D)
program, commissioned by the German Federal Ministry for Economic Cooperation and Devel-
opment and co-funded by the European Union, the Norwegian Agency for Development Coop-
eration (Norad), the Korean International Cooperation Agency (KOICA), the Department for In-
ternational Development (DFID) of the United Kingdom and the companies Sasol, Quoniam Asset
Management, and Shell, has been pushing employment promotion in six African partner coun-
tries. The E4D program closely cooperates with public and private sector partners to sustainably
improve employment outcomes. Approaches comprise vocational education and training, non-
cognitive or soft skills training, matching of job seekers and employers, entrepreneurial training,
and enterprise development measures. In total, 74 projects have been implemented in Ghana,
Mozambique, South Africa, Kenya, Uganda, and Tanzania by December 2020.

The main objective of this research project was to develop and implement rigorous but prac-
tical solutions to evaluate the impacts of a selection of E4D programs on the target group’s
employment outcomes. For this purpose, the researchers closely collaborated with local pro-
gram managers, M&E teams, and relevant stakeholders. To this end, the results of this report
provide important learning outcomes for future rigorous impact evaluations within German
development cooperation.

Three projects of the E4D portfolio were selected for a quantitative evaluation of their im-
pacts on employment outcomes: (1) the “Promoting Youth Employment Through Technical Hu-
man Capital Development” program in Kenya (henceforth KAM program, named after the im-
plementing partner the Kenyan Manufacturers Association), (2) the “ReadyToWork” program in
Uganda (henceforth RtW program), and (3) the “Skills for Construction” program in Uganda
(henceforth S4C program). In addition to the three impact evaluations, a change in the KAM
program’s internship stipend funding was studied qualitatively and S4C survey data were used
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to quantitatively analyze participants’ labor mobility intentions and behavior. In the first half of
2019, mission trips to Kenya, South Africa, and Uganda were conducted, evaluation designs were
developed, and costs budgeted. In the second half of 2019, data collections were planned and
prepared. In 2020 data were collected and analyzed. In 2021 this report was drafted and final-
ized.

In addition to the data based evaluations, the report provides a discussion on Value for Money,
including a step-by-step guide for cost-effectiveness analyses with an example analysis based
on the KAM program, as well as a discussion on indirect and induced employment effects. The
report concludes with lessons learned for future program designs drawn from the generated
evidence and lessons learned for future impact evaluations drawn from the experiences of this
research project.

The following provides a summary of the report:

1. The quantitative evaluation of the KAM program examines the impact of a two-com-
ponent youth employment promotion program in Kenya on employment and labor
market outcomes among vocational training graduates. The KAM program consisted
of a two-to-three-days work readiness training and internship placement for a subset
of trained beneficiaries. To disentangle the impact of the two program components,
two research questions were studied:

(RQ#1) What are the gains in employment and earnings for vocational training grad-
uates from participating in the work readiness training and internship place-
ment of the KAM program?

(RQ#2) What are the gains in employment and earnings for vocational training grad-
uates from an internship placement organized by KAM in addition to partic-
ipation in the work readiness training organized by KAM?

The evaluation uses graduates from no-intervention schools and graduates at interven-
tion schools who did not choose to participate in the KAM program to construct a con-
trol group. The analyses apply linear multivariable regression models, which control for
participants’ background characteristics and baseline employment outcomes, to im-
prove the comparability of individuals of treatment and control groups. The analysis is
based on recurring survey data collected by— Innovations for Poverty Action Kenya
between 2017 and 2019.

Overall, the results show that:

. Vocational training graduates who participated in the work readiness training
and internship placement of the KAM program experienced a significant im-
provement in their labor market outcomes. Particularly striking are the large
and persistent effects on decent and formal employment as well as on in-
come. Moreover, results show an improved job search performance, a re-
duced financial dependency, and an increased probability of having a bank
account.

. The positive effects on labor market outcomes seem to be mainly driven by
the work readiness training rather than the internship placement.

2. The qualitative evaluation of the KAM program investigates how a change in the in-
ternship stipend funding from E4D to companies affected companies’ ownership and
sustainability of internship placements of the KAM program. In 2017 and 2018, E4D
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funded internship stipends for graduates placed in internships through the KAM pro-
gram. In order to prepare the continuation of KAM program activities after E4D with-
draws its funding and to test the implications of the funding withdrawal for the sustain-
ability of the program and its benefits, a pilot program called ‘sustainability program’
was introduced in 2019 in one region of Kenya, under which the responsibility of sti-
pend funding was transferred from E4D to companies who hired the interns. In all other
regions than the pilot region, E4D continued the stipend funding. Based on qualitative
semi-structured interviews with all stakeholders (companies, GIZ, and KAM) the follow-
ing research questions were investigated:

(RQ#1)

(RQ#2)

(RQ#3)

How has the switch in the internship payment scheme affected the compa-
nies’ ownership of internship placements in the pilot region?

How has the switch in the internship payment scheme affected the sustaina-
bility of internship placements in the pilot region?

How can the companies’ ownership and the sustainability of the internship
placements be enhanced?

Overall, the results show that:

All companies had full ownership of internship placements because they al-
ready had internship programs before E4D’s KAM program started and E4D
did not take control over the design and implementation of internships.

The ownership of the change in stipend funding was mixed because the new
funding scheme was not adequately introduced to all companies. Companies
that were appropriately informed about the change in funding seem to have
taken ownership, whereas companies that were not at all or not appropriately
informed about the funding switch were more reluctant to take ownership.
Only eight of 23 companies that were recruited to participate under the sus-
tainability program actually participated and were willing to fund stipends.
This resulted in fewer internship placements such that less graduates had the
possibility to get industry exposure, training experience, and a chance to be
retained in formal employment. The job retention rate of interns in partici-
pating companies remained on the same level in relative terms. Hence, over-
all, the funding switch had a negative influence on employment benefits.
Willingness to pay KAM interns and satisfaction with KAM interns were the
two central aspects determining whether a company sustained KAM intern-
ship placements without GIZ stipend funding.

Potential strategies to enhance companies’ ownership of such program
changes are to (i) introduce changes in a more consistent and transparent
manner, (ii) hold more awareness forums and facilitate more personal follow-
ups, and (iii) actively involve companies in decision-making processes.
Potential strategies to increase companies’ willingness to pay internship sti-
pends are (i) financial incentivisation and awareness raising about the eco-
nomic benefits of paying interns and (ii) increasing companies’ satisfaction
with KAM interns by improving skills trainings and involving companies in
skills trainings.
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The quantitative evaluation of the RtW program investigates the short-term impacts
of a youth employment promotion program on employment and labor market out-
comes among recent TVET graduates in Uganda. RtW is a two-component program
consisting of a two-day work readiness training and subsequent internship or job place-
ments for a subset of trainees. To disentangle the impact of the two program compo-
nents, two research questions were studied:

(RQ#1) What are the gains in employment and earnings for vocational training grad-
uates from participating in the RtW training and internship placement with
UMA companies?

(RQ#2) What are the gains in employment and earnings for vocational training grad-
uates from an internship placement with UMA companies in addition to par-
ticipation in the RtW training?

The evaluation uses graduates from no-intervention schools and graduates at interven-
tion schools who did not choose to participate in the RtW program to construct a con-
trol group. The analyses apply linear multivariable regression models, which control for
participants’ background characteristics and pre-intervention employment outcomes,
to improve the comparability of individuals of treatment and control groups. The anal-
ysis is based on primary survey data collected in early 2020, two to 12 months after
participants graduated from their vocational training institute. A follow-up survey
planned for late 2020 was not conducted due to the coronavirus pandemic. The short
term of follow-up data collection raises concern about whether any potential program
effects could be detected at all and constitutes a main limitation of this study.

Overall, the results show that:

° The RtW training and placement program did not affect TVET graduates’ em-
ployment probability or earnings in the short time considered.

. Secondary outcomes, such as employment aspirations or migration inten-
tions, were also not affected.

The quantitative evaluation of the S4C program investigates the short to medium
term impacts of a skills promoting program on employment and labor market out-
comes among young people in Uganda. The S4C program comprised a two-stage train-
ing (level 1 and level 2) and an internship or job placement for some trainees. The S4C
level 1 training consisted of a 6-weeks training including general work readiness train-
ing, basic construction skills, and an international certification program in health,
safety, and environmental standards. The level 2 training consisted of a 4-week training
and certification in either rigging or pipe fitting. To disentangle the impact of the differ-
ent program components, three research questions were studied:

(RQ#1) What are the overall effects on employment and earnings of the S4C pro-
gram (includes any combination of program components)?

(RQ#2) What are the gains in employment and earnings from a placement facili-
tated by S4C in addition to participation in the S4C level 1 or level 1 and 2
training?

(RQ#3) What are the gains in employment and earnings from participating in the
level 2 training in addition to participation in the level 1 training?



The evaluation uses individuals who registered their interest in participating but who
did not end up participating in the S4C program to construct a control group. The anal-
yses of research questions RQ#1 and RQ#2 apply linear multivariable regression mod-
els, which control for participants’ background characteristics and pre-intervention em-
ployment outcomes, to improve the comparability of individuals of treatment and con-
trol groups. For the evaluation of RQ#3, a fuzzy regression discontinuity design is used.

In summary, the results show that:

. The S4C program did not affect participants’ employment probabilities, but it
significantly improved the incomes of employed participants. The income in-
crease appears to be driven by a mixture of higher wages and longer working
hours.

. The S4C internship placements improved the probability of decent employ-
ment, formal employment, and employment with a contract of participants
who were at least 25 years old, TVET educated, and previously had worked in
a job for at least six months.

° The S4C program increased participants’ employment aspirations and inter-
nal migration intentions.
° The S4C placement seems to be the most effective program component

which drives the program’s overall impact.

S4C survey data were used to study the labor mobility intentions of the E4D target
group and the impact of information about regional wage differentials on migration
intentions in Uganda. Many E4D projects offer training or work opportunities in loca-
tions where potential beneficiaries are not residing and some E4D projects use program
applicants’ commitment to travel or move to the training or work site as a eligibility
criterion for participation. Hence, labor mobility constitutes a key assumption of E4D’s
theory of change. To gain a deeper understanding of participants’ labor mobility the
report provides empirical evidence on participants’ intentions to migrate internally
and internationally as well as the fators that prevent them from migrating. The evi-
dence is drawn from the data collected as part of the S4C program in Uganda. The re-
sults show that almost 90% of S4C study participants are interested in moving to an-
other region of Uganda or outside of Uganda. These numbers likely reflect participants’
general interest towards migration as only one-third of participants have made prepa-
rations to put their interest into action. The most commonly preferred destinations
within Uganda are Kampala and Western Uganda and the most commonly preferred
international choices are countries in Europe and Northern Africa. Further, the report
investigates how information about regional wage differentials in Uganda affects S4C
study participants’ intentions to migrate as misperceptions about wage differentials
may distort migration intentions and behavior. In this vein, a random subset of S4C
study participants was informed about the median monthly wages of each region of
Uganda. Results show that many participants respond to the information by updating
their wage expectations, migration intentions, and preferred destinations towards
higher earnings destinations. While participants are generally willing to migrate, they
will not move under all circumstances, but the decision heavily depends on wage levels
and having a secured job at the destination. Providing information to potential benefi-
ciaries about mobility requirements to participate in E4D programs, about locations or
regions of the country where the trained skills are likely in demand, and about sector
specific earnings in locations where the trained skills are in demand could enable
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potential beneficiaries to better gauge the benefits from participating in the E4D pro-
gram and, thus, may result in a more efficient targeting of E4D interventions and an
increased intervention effectiveness.

The report discusses the concept of Value for Money, provides a step-by-step guide
for cost-effectiveness analyses using intervention net effects, and applies the step-
by-step guide to the example of the KAM program. Value for Money is about the bal-
ancing of resources and impact of the invested resources. Value for Money is not an
ad-hoc evaluation of costs and impact but is implemented in daily activities of project-
level agency staff and agency management. This is important because Value for Money
is often confused with the assessment of Value for Money through cost-effectiveness
analyses. Value for Money can be used to guide, steer, and justify individual develop-
ment projects, specific country programs or whole agency portfolios. The most com-
mon conceptualizations of Value for Money follow DFID’s four E’s framework — Econ-
omy, Efficiency, Effectiveness, and Equity —, which consists of considerations that re-
gard the economic spending on resources, the efficient conversion of inputs to outputs,
the effectiveness of outputs in reaching outcomes (i.e., the impact of an intervention),
and the equitable targeting of interventions in order to reach the poorest or most mar-
ginalized population groups (DFID, 2011). There are no one-fits-all guidelines on how
to approach and implement the four E’s framework as Value for Money depends on
many complex program-, context-, and agency-specific conditions and procedures. A
common tool to evaluate (not to implement) Value for Money is the cost-effectiveness
analysis. It summarizes a complex intervention in a ratio of total impact to total costs
and, hence, allows comparisons of interventions easily. The steps to be followed to
conduct a cost-effectiveness analysis are:

I Identify competing interventions

Il. Identify the appropriate outcome

1. Estimate the impact of the interventions, i.e. intervention net effects
IV.  The total impact of the intervention

V. Gather cost data

VI.  Convert the costs into common units

VII.  Calculate the cost-effectiveness ratio

VIII.  Conduct sensitivity analysis that critically reviews and varies previously made
assumptions

To illustrate the computation of the cost-effectiveness ratio, the results of the quanti-
tative KAM program evaluation were used. Depending on the assumptions made, the
cost-effectiveness of the KAM program is 0.00021 to 0.00036 jobs per EUR invested or
2,778 to 4,762 EUR per job. Overall, the implementation of Value for Money requires
considerable efforts at various levels of the agency and project stages. Cost-effective-
ness analyses require more detailed cost reporting than currently conducted and rigor-
ous impact evaluations to learn about the impact of an intervention.

The report discusses a conceptualization of indirect and induced employment effects
for human capital-focused interventions and calculates upper and lower employment
effect bounds for the KAM and S4C programs based on substitution, displacement,
and multiplier effects from the literature. Employment effects refer to economy-wide
changes in employment due to an intervention or investment. In contrast, the impact



evaluations of the KAM, RtW, and S4C programs only measure direct employment ef-
fects. Although the benefits of measuring economy-wide effects are salient in theory,
i.e., estimates of total net effects, in practice its measurement poses challenges that
are difficult to overcome. Top-down approaches based on input-output tables (I0Ts) or
social accounting matrices (SAMs) commonly used in the employment effect literature,
are often not suitable for applications in the context of human capital interventions,
such as the skills trainings within the E4D intervention portfolio. Following Kluve and
Stoterau (2014), the report discusses a conceptualization of indirect and induced em-
ployment effects for human capital-focused interventions. Indirect employment effects
accrue to individuals in the target group who are non-beneficiaries and are triggered
through direct employment effects, for example, via spillover or substitution effects.
Induced employment effects accrue to individuals outside of the target group and are
triggered through direct and indirect effects, for example, via displacement or con-
sumption effects. An exemplary calculation of employment effects based on multipliers
of human capital interventions from the literature is applied to the net direct employ-
ment effects estimated in the KAM and S4C evaluations. The calculation exercise serves
the purpose of illustrating how multipliers could be applied, if available, and highlight-
ing how much multipliers can vary and therefore, provide very uncertain and, to some
extent, even arbitrary estimates of employment impacts.

The report draws lessons learned for future program designs from the presented ev-
idence. The results of the three quantitative evaluations engender mixed implications
for the effectiveness of specific program components. The results of the KAM program
suggest that the skills training rather than the internship placement was effective in
improving employment outcomes, whereas the S4C results imply the reverse. The re-
sults of the RtW program evaluation do not support either of the KAM and S4C findings.
The results of this report and evidence from the literature suggest that the effective-
ness of employment promotion programs or specific components thereof highly de-
pend on the local context, program design aspects, and the target group (Betcherman
et al., 2004; Blattman and Ralston, 2015; Kluve et al., 2017, 2019). A number of aspects
that potentially influenced the respective programs effectiveness are: (a) the technical
construction skills transferred in the S4C training may not (yet) be in demand by em-
ployers in places where trainees were seeking jobs; (b) KAM skills included organized
opportunities for trainees and employers to meet and mingle, such as at job bazaars
and networking forums; these networking opportunities potentially served as a plat-
form to individually seek an internship or job placement; (c) the KAM training was de-
livered by a service provider whereas the RtW training was delivered through a training
of teachers at schools, which could have influenced the training quality; (d) internship
matching services were in place for the target group irrespective of E4AD’s KAM program
such that the KAM program may not have relevantly added to that; (e) S4C placements
were facilitated by a service provider whereas KAM and RtW placements were facili-
tated by manufacturing associations, which could have influenced the matching and
internship quality; (f) the target groups differed across programs — the RtW program
targeted final year TVET students, the KAM program TVET graduates from the past five
years, and the S4C program targeted a broader group of young people. Based on these
aspects and lending from the knowledge base of the literature, the following recom-
mendations were derived:
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I A careful assessment of the context and the needs of the target groups should
be conducted prior to the planning and implementation of employment pro-
moting programs.

Il. Project partners must have sufficient resources for program implementation
and monitoring.

Ill.  Quality assurance can be incorporated in the program design as project out-
puts. (This could, for example, be refresher trainings for trainers when inter-
ventions are delivered through a training of trainers.)

IV.  Involve private sector in the design of the program to ensure context suitabil-
ity and intervention quality.

The report draws lessons learned for future impact evaluations of German develop-
ment cooperation activities from the experiences made in the preparation, planning,
and implementation of the impact evaluations presented in this report. Rigorous eval-
uations of development projects require close collaboration between researchers and
practitioners. Despite the overarching aim of employment promotion, and poverty re-
duction, each party typically follows different objectives, and accommodating all objec-
tives is challenging. Empathy for the respective other perspective and a strong collec-
tive effort have made the collaboration for the quantitative evaluations presented in
this report a successful example, demonstrating that quantitative evaluations of pol-
icy-relevant projects can be brought into practice. The following lessons learned are
drawn from the experiences made in this project and are likely representative for im-
pact evaluations of German development cooperation activities more generally:

. Integration of project management and impact evaluation:
It is key for the planning and implementation of an intervention to go hand-
in-hand with the impact evaluation from the start. The beginning of an impact
evaluation is already in the conception phase of the intervention. To integrate
project management and impact evaluation well, the practitioners’ and re-
searchers’ perspectives should be explained and motivated to and discussed
with the respective other party. Throughout the project, close collaboration
and continual communication is required. The most important level of com-
munication is between the local project manager and the researcher. This cre-
ates a workload for staff at the development cooperation agency that is on
top of their daily activities. When impact evaluations are initiated, it is im-
portant to discuss how the responsible agency staff can manage the addi-
tional tasks and how other workloads can be reduced.
Il. Specification of research questions:

The exact research interests need to be discussed ideally before an interven-
tion is planned and implemented. If specific aspects of an intervention should
be evaluated, then the impact evaluation needs to be set up in a very different
way than when the overall impact was to be evaluated. The early commit-
ment to research questions is also important to understand ex-ante what can
be learned from rigorous impact evaluations. One single impact evaluation
may evaluate whether a certain intervention or intervention aspect was ef-
fective or not, but it does not necessarily answer why it was effective. Further,
the results of one study never provide an all-embracing answer to whether a
specific type of intervention works in all contexts. Instead, one study can only
add to the policy-relevant scientific literature, which is continually evolving as



more rigorous studies are being conducted and which as a whole can provide
answers to certain questions.

M. Timing of intervention implementation and data collection:
In order to understand the extent to which treatment and control groups are
comparable and where potential treatment effects are stemming from, it is
important to hold as many aspects of the intervention implementation con-
stant as possible. In an ideal scenario, the intervention delivery would take
place simultaneously for all participants. Another important aspect poses the
timing of data collections. Some research designs require the measurement
of participants’ characteristics prior to the implementation of the interven-
tion. Further, sufficient time is required between the intervention completion
and the follow-up data collection for treatment effects to unfold. It is im-
portant to allow the impact evaluation to continue beyond the project phase
if needed, in order to adequately measure intervention impacts.

Iv. Sample size:
Reliable results hinge on large sample sizes. The relevant sample size is the
one of the final estimation sample. If the impact of specific population groups
or program components should be evaluated, then the estimation sample
size in the relevant group of beneficiaries is the relevant sample size.

Many of these lessons learned are no news but have been stated in previous RW!I eval-
uation reports and elsewhere (e.g., Bachmann et al., 2019). The repeated efforts to
bring rigorous impact evaluation into practice are commendable. They highlight that
mainstreaming rigorous impact evaluation in German development work is a long and
complex path. But they also highlight that the process of mainstreaming rigorous im-
pact evaluation is underway and is enhancing through continual learning of research-
ers and practitioners under improving institutional parameters.
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1 Introduction

As evidenced by the Royal Swedish Academy of Sciences’ decision to award the Sverige Riksbank
Prize in Economic Sciences in Memory of Alfred Nobel 2019 to development economists Abhijit
Banerjee, Esther Duflo, and Michael Kremer, there has recently been an increasing interest in
rigorous impact evaluations of development activities. Donors and implementing organizations
give increasing importance to impact evaluations for reasons of transparency, efficiency, and in-
stitutional learning. A main focus in recent years has been on the evaluation of employment pro-
moting programs, because employment promotion and the improvement of employment condi-
tions and labor income have been identified as important channels to alleviate poverty and in-
crease welfare.

The importance of employment in the global development agenda is reflected in the World
Bank’s 2013 World Development Report on “Jobs” (World Bank, 2012) and the United Nations’
Sustainable Development Goal (SDG) #8 “Decent work and economic growth”. In German devel-
opment cooperation, “Economic activity, trade and employment” is one of the three pillars of
the “Marshall Plan with Africa” (BMZ, 2017). Therefore, employment promotion has also played
an important role for many years in the activities of the implementing agency for development
cooperation in Germany, GIZ. The sector project on “employment promotion in development
cooperation” has been advancing the implementation of the German development cooperation
agenda in partner countries worldwide for more than twenty years and has produced a series of
studies addressing appropriate methodologies for impact evaluation (Kluve, 2011; Kluve and St6-
terau, 2014; RWI, 2013, 2014) as well as a study putting these approaches into practice (RWI,
2019).

More recently (starting in 2015), GIZ's Employment and Skills for Development in Africa (E4D)
program, commissioned by the German Federal Ministry for Economic Cooperation and Devel-
opment and co-funded by the European Union, the Norwegian Agency for Development Coop-
eration (Norad), the Korean International Cooperation Agency (KOICA), the Department for In-
ternational Development (DFID) of the United Kingdom and the companies Sasol, Quoniam Asset
Management, and Shell, has been pushing employment promotion in six African partner coun-
tries. The E4D program closely cooperates with public and private sector partners to sustainably
improve employment outcomes. Approaches comprise vocational education and training, non-
cognitive or soft skills training, matching of job seekers and employers, entrepreneurial training,
and enterprise development measures. In total, 74 projects have been implemented in Ghana,
Mozambique, South Africa, Kenya, Uganda, and Tanzania by December 2020. The objective of
this research project is to rigorously evaluate the impacts of a selection of E4D projects on the
target group’s employment outcomes.

The selection of projects followed two broad criteria categories: (1) learning and (2) methodo-
logical requirements. For the category of learning the criteria included whether the project con-
sisted of an E4D-typical intervention that is implemented in similar ways across E4D countries
and is likely to be implemented in future project phases. The methodological criteria included
the possibility to form comparison groups that allow to model counterfactuals, the number of
beneficiaries for statistical power, the timing of intervention implementation, and, following
from this, the possible timelines of data collections and data analysis.

Three projects of the E4D portfolio were selected for a quantitative evaluation of their impacts
on employment outcomes: (1) the “Promoting Youth Employment Through Technical Human
Capital Development” program in Kenya (henceforth KAM program, named after the implement-
ing partner the Kenyan Manufacturers Association), (2) the “ReadyToWork” program in Uganda
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(henceforth RtW program), and (3) the “Skills for Construction” program in Uganda (henceforth
S4C program). All three programs follow a similar structure, comprising two components — a skills
training and, for a subset of participants, an internship placement. These interventions are typical
for skills development interventions within the E4D portfolio, were prolonged in the subsequent
program phase which started in 2020, and, because they were implemented in different coun-
tries, the evaluation results can speak to the external validity of the research findings.

For the selection of projects, mission trips to Kenya, Uganda, and South Africa were conducted
in early 2019 where country portfolios were reviewed and specific program details gathered in
alignment with the selection criteria. Subsequently, research questions were specified, evalua-
tion designs developed, and costs budgeted. Following this, the KAM, RtW, and S4C projects were
selected. Because the quantitative evaluation of one research question for the KAM program
turned out not to be feasible, a qualitative research design was developed and implemented
instead. The KAM program evaluation included the implementation years of 2017 to 2019, the
RtW program of 2019, and the S4C program the years of 2019 and 2020. For the KAM program,
data collected by Innovations for Poverty Action Kenya were used for the quantitative evaluation.
For the RtW and S4C programs primary data were collected in early and late 2020, respectively.
In the second half of 2020 and the first half of 2021, the analyses and reporting were conducted.

In addition to the evaluations of selected E4D programs, the S4C survey was used to study par-
ticipants’ labor mobility intentions and behavior. For many E4D programs labor mobility consti-
tutes a key assumption of it’s theory of change. To gain a deeper understanding of participants’
labor mobility this report provides descriptive evidence on participants’ intentions to migrate
internally and internationally. Further, the report investigates how information on wage differ-
entials across regions affects S4C study participants’ intentions to migrate as misperceptions
about wage differentials may distort migration intentions and behavior.

The report further discusses the concepts of Value for Money and indirect and induced employ-
ment effects. Based on employment multipliers from the literature, upper and lower employ-
ment effect bounds that take into account substitution, displacement, and multiplier effects are
calculated at the example of the KAM program. Finally, a cost-effectiveness analysis of the KAM
program is conducted.

The report is structured as follows. Sections 2 and 3 present the qualitative and quantitative
evaluation results of the KAM program in Kenya. Sections 4 and 5 present the quantitative eval-
uation results of the RtW and S4C programs in Uganda. Each of these sections explains the con-
tent of the respective program, the research methodology, and the process of data collection.
For the quantitative evaluations, the main focus is on the presentation of descriptive results on
employment outcomes and estimates of the programs’ impact on employment outcomes. Sec-
tion 6 presents the results of the labor mobility analysis and the impact of wage differentials on
migration intentions. Section 7 discusses Value for Money and section 8 indirect and induced
employment effects. Section 9 draws lessons learned from the evidence generated in this report
for the design of future E4D programs. Section 10 draws lessons learned for future impact eval-
uations from the experiences made in the preparation planning and implementation of the im-
pact evaluations presented in this report.
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2 Quantitative Evaluation of the KAM program

2.1 The KAM program

The Promoting Youth Employment Through Technical Human Capital Development program is
an employment promoting program within the E4D initiative implemented by the Kenyan Asso-
ciation of Manufactures (KAM) in collaboration with national training providers and member
companies. KAM is an association that represents the manufacturing and value adding industries.
Hereafter the program is referred to as KAM program. It aims at improving access to jobs and
economic opportunities for youth as well as at increasing jobs in the manufacturing sector. Ac-
cording to KAM, the program addresses the future of the manufacturing sector by ensuring that
there are skilled human resources in the trades, and it tackles the high unemployment rate in
Kenya which is driven by a lack of experience and practical skills of job starters. The program
consists of two major program components. First, in a two-to-three-days training youths undergo
a work readiness and mentorship workshop and obtain the opportunity to create linkages with
trades through job bazaars, HR practitioners networking forums, industry leader forums, as well
as Technical Vocational and Education Training (TVET) consultative forums. Subsequently, par-
ticipants are being placed in internships in manufacturing companies which are members of KAM
for a period of 3 to 6 months in which they are attached to a mentor. Similar work-readiness
programs have also been implemented in Mozambique, Tanzania, and Uganda.

The KAM program was launched in October 2017 and ran until October 2019. It targeted TVET
certificate or diploma graduates of selected trades who graduated in the past 5 years.: KAM fa-
cilitated the implementation of the project by reaching out to TVET institutions all over Kenya to
identify graduates of the selected trades who are (i) not older than 24 years, (ii) willing to move
within Kenya, and (iii) match the companies’ needs. Interested and eligible graduates were then
trained in a two-to-three-days work-readiness training. These work-readiness trainings were
conducted by third party training providers and included soft- and life-skills training and job ap-
plication training. At the last day of the training, participants could attend a job bazar or similar
events where company representatives already had the opportunity to interview participants.
After the work readiness trainings, KAM matched the graduates with companies for internships,
either based on the companies’ preferences indicated after the job bazars or by directly sending
CVs of potential candidates to companies. Upon completion of an internship period of about
three months, the companies could decide to terminate the internship or to extend it for another
three months. After the end of the internship, companies could offer a regular employment po-
sition to the intern.

The needs-based approach of the matching process had multiple implications for the selection
of beneficiaries as well as the timing of the implementation of program components. First, not
all program participants that completed the KAM work-readiness training also received an in-
ternship placement through KAM because not everyone was offered a position and some who
have been offered a placement rejected it. Second and strongly related to the first point, the
allocation of internships among KAM participants did not occur randomly but was based on par-
ticipants’ merit and skills. Therefore, participants with better labor market prospects were more
likely to be placed or at least to receive their placement earlier than those with lower prospects.

1 The program covered the following trades: heavy and light machinery operating, welding, electrical
(installation), electronics (instrumentation), mechanical technology and maintenance, construction
(masonry and concrete works), carpentry, pipefitting and plumbing, as well as industrial painting and
brushing.
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Third, the length of internships and, therefore, the time between completing the internship and
being interviewed for this study, during which potential program impacts could unfold, differed
across participants. Points two and three indicate that there exists considerable heterogeneity
in the intensity of the program as well as the time of program completion. A more detailed de-
scription of the sample and timing of the internships as well as how these aspects were addressed
in the analysis follow in sections 4 and 5.

Throughout this report section the two-to-three-days’ work readiness trainings are referred to
as the KAM training and the internship placements facilitated through KAM as internship place-
ments. Internship placements sought individually or by other organizations are referred to as
self-sought internships. The overall program, including both components is referred to as the
KAM program, although not everyone who participated in the KAM program necessarily has
completed the internship. Therefore, we will use the following terms to differentiate between
the different groups of study participants: (i) KAM beneficiaries who participated in the training
and received a KAM placement are henceforth called training and placement group, (ii) partici-
pants who only participated in the KAM training but did not receive a KAM placement are called
training only group, (iii) and control group participants who did not receive any KAM benefits are
referred to as control group.

2.2 Research questions

The following evaluation aims at identifying and understanding the effects of the KAM program
within the E4D project on employment and welfare of KAM beneficiaries over time. Since the
KAM program comprised two components —the first consisting of the KAM work readiness train-
ing and the second being the KAM organized placement in companies — the analysis of this re-
search requires to consider the potentially differing effect mechanisms of these two compo-
nents.

As described in section 2.1, the KAM work readiness training lasted only two days whereas the
internship placement was planned for 3 months. Effectively the internships lasted between
1 week up to 15 months and had an average length of about 3.5 months. The internship place-
ment linked beneficiaries to potential employers and enabled to gain practical skills and experi-
ence in the respective trade. Thereby, the internships are tackling the so-called skills gap, which
is considered a major challenge for youths in Eastern Africa, by bridging the skills that are de-
manded by employers and offered by young graduates. Therefore, the main impact on employ-
ment and labor market outcomes was, a priori, expected to primarily arise from the internship
placement component. However, during the work-readiness training KAM beneficiaries could
also get in touch with human resource officers from different companies. This could have had a
lasting effect even for KAM beneficiaries who did not receive an internship placement through
KAM, for example, through an increased professional network or by obtaining an internship on
their own initiative during the networking sessions.

In order to disentangle the impact of the two program components, the following research
questions were studied:

(RQ#1) What are the gains in employment and earnings for vocational training graduates
from participating in the work readiness training and internship placement of
the KAM program?

(RQ#2) What are the gains in employment and earnings for vocational training graduates
from an internship placement organized by KAM in addition to participation in
the work readiness training organized by KAM?

29



RQ#1 addresses the effect of receiving both program components in comparison to not partic-
ipating in the KAM program at all. It does so by comparing survey participants who participated
in the KAM training and were afterwards placed by KAM in a company for an internship to survey
participants who did not receive any benefits from KAM. This design disregards the effect of only
participating in the KAM training as well as the effect of participating in the KAM training and
afterwards completing a self-sought company placement. Therefore, RQ#1 should not be under-
stood as the overall KAM program impact. In order to obtain the overall KAM program impact,
one would need to compare KAM beneficiaries who received any of the two program compo-
nents to survey participants who did not receive any benefits from KAM.

RQ#2 aims at isolating the placement effect from the KAM training effect and to measure the
additional impact of participating in an internship placement beyond the potential benefits from
the KAM training alone. To study this research question, survey participants who participated in
the KAM training and were afterwards placed by KAM in an internship are compared with survey
participants who only benefited from the KAM training. For this research question it is important
to acknowledge two important aspects.

First, the additional gain from internship placements, i.e., first participating in the KAM training
and subsequently completing an internship, might be different to the pure internship placement
effect, i.e., only completing an internship without previously being trained. The reason for this is
that interaction effects are likely to take place between the training and the placement which is
also the reason why the program was designed in this two-component structure in the first place.
One could consider the following example: Individuals who have previously been trained in work
ethics are more likely to also have followed these ethics and have behaved in a respective man-
ner during their internships in comparison to individuals who have not been trained in work eth-
ics. Consequently, the probability of being retained because the employers appreciated the in-
terns’ behaviour may be higher for those individuals who received the training prior to the in-
ternship.

Second, not having received a KAM internship placement does not exclude the possibility that
individuals obtained self-sought internships after having participated in the KAM training. Hence,
the second research question does not estimate the additional effect of receiving any internship
placement compared to only participating in the KAM training. Instead, the research design eval-
uates the effect of receiving a KAM organized internship placement compared to participating
only in the KAM training or participating in the KAM training and undergoing a non-KAM orga-
nized internship.

2.3 Research design

2.3.1 Estimation methods

For the purpose of evaluating the impacts of the KAM program on labor market outcomes, a
reoccurring survey comprising a total of 2,114 participants was conducted over the years 2017
to 2019. The survey included individuals who after their graduation from TVET enrolled in the
KAM program as well as individuals who are still enrolled in or already graduated from TVET but
who never participated in the KAM program. The evaluation sample consists of a total of three
main groups:
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1. beneficiaries who graduated from a TVET in the last 5 years and participated in the
KAM training and received a company placement organized by KAMz,

2. beneficiaries who graduated from a TVET in the last 5 years and participated in the
KAM training but who did not receive a company placement organized by KAM3,

3. non-beneficiaries, who never participated in the KAM program and thus did not
receive any of the KAM program’s benefits-.

For the estimation of program impacts, the first group is considered the treatment group and
the latter two groups constitute the comparison groups. Specifically, group two constitutes the
comparison (or control) group for RQ#1 and group three constitutes the comparison group for
RQ#2.

As described in section 1, participation in the KAM program did not follow a random allocation
but eligible graduates could decide individually whether they wanted to enrol in the KAM pro-
gram. Further, internship placements were driven by companies’ needs. In consequence, KAM
beneficiaries who were placed in internships, KAM beneficiaries who only participated in the
training, and non-KAM beneficiaries may differ in ways that can also affect their job search and
employment outcomes. Having as detailed knowledge as possible about such potential differ-
ences is of great importance when constructing an adequate counterfactual.

For example, and with regards to RQ#1, it seems plausible that graduates who already have a
secured job after their graduation are less likely to enrol in programs like KAM, whereas gradu-
ates who are less certain about their employment prospects might be more likely to enrol to
increase their employability. If the employment outcomes of these two groups were compared
to each other, the measured program impact may be negative or at least downward biased just
because beneficiaries and non-beneficiaries are not directly comparable to each other but differ
with respect to relevant baseline characteristics. Considering RQ#2, differences in KAM benefi-
ciaries’ labor market prospects might influence who at the end received a KAM organized com-
pany placement and who did not, i.e., who only participated in the training. Hence, measured
positive program effects may rather stem from the placed beneficiaries’ labor market advantages
than from KAM’s positive program impact, at least partly. Failures to account for these inherent
differences in treatment and control group participants can lead to biased impact estimation and
misleading conclusions.

To make treatment and control groups comparable, linear multivariate regression models are
used. Such models control for background characteristics of participants at the time of the base-
line, which are expected to drive the decision to participate in KAM as well as subsequent labor
market outcomes. These include demographic and socioeconomic status variables like age, gen-
der, household size, marital status, respondents’ dependency on the household head, whether
respondents’ have any children or dependents, as well as the highest school grade completed by
the female household head. Moreover, the analyses also control for the respective outcome var-
iable measured at the time of the first interview. Controlling for baseline outcomes (i.e., the

2 This group also includes KAM beneficiaries who received an internship placement through KAM but did
not complete it.

3 This group also includes KAM beneficiaries who participated in the KAM training but afterwards indi-
vidually sought a company placement.

4 Nevertheless, individuals of this group might still have participated in any other career services offered
by other institutes and might have obtained a company placement either individually sought or sought
by another institute.
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respective outcome at the time of the first interview) is similar to employing a difference-in-
differences (DiD) approach and aims at making treatment and control group observations as
comparable as possible. However, in the underlying setting, controlling for baseline outcomes
within multivariate regression models can be expected to be more efficient than the traditional
DiD approach. The traditional DiD approach relies on the assumption that baseline outcomes
reflect participants labor market potential. In this application the assumption would, however,
likely be violated because the study population at least partially consists of students whose base-
line employment outcomes are not representative for their full labor market potential as they
did not participate (full-time) in the labor market prior to the program. The estimation strategy
that is applied in this evaluation does not rely solely on pre-intervention employment outcomes,
but also controls for the sociodemographic background characteristics listed above.

Additionally, the analysis takes into account the different TVET courses in which participants
were enrolled in. To control for any course specific characteristics which might influence the ob-
served outcome variables TVET course fixed effects will be included in the multivariate regression
models. The idea behind this approach is that the quality of TVET education and, hence, partici-
pants’ future labor market prospects might vary across TVET courses. If at the same time treat-
ment group participants were to be more frequently enrolled in low-quality TVET courses than
control group participants to improve their, a priori, lower employability, the estimated program
effects would underestimate the impact of the KAM program. Including fixed effects for the dif-
ferent TVET courses taken by the study participants (e.g., electrical engineering, building and
construction, or carpentry and joinery) any time-consistent effect that these TVET courses might
have on the observed outcome variables are controlled for.s

Moreover, to further reduce the probability that the programs visited by treatment and control
group participants might not be comparable with each other the analysis is applied to two dif-
ferent sample compositions as robustness checks. First, control group participants who were en-
rolled in the CBET program will be excluded. Second, the sample will be restricted to study par-
ticipants of mixed TVETs and again exclude those control group participants who were enrolled
in the CBET program. Mixed TVETs are defined as TVETs for which the study sample contains
both KAM beneficiaries as well as control group participants. TVETs for which the sample only
covers KAM beneficiaries might be inherently different from TVETs for which the sample exclu-
sively contains control group participants. Mixed TVETs and consequently also graduates from
mixed TVETSs are expected to be more comparable to each other. The estimation approach based
on these alternative samples is further explained in section 2.9.4 and results are shown in Ap-

pendix Al.2.

2.3.2 Outcome indicators

The objective of the KAM program is to improve labor market prospects and outcomes of young
Kenyans. Hence, this impact evaluation assesses direct employment benefits as primary outcome
variables. These include employment status, type of employment (e.g., self-employment, formal
employment, etc.) and earnings.

The different employment measures are dichotomous indicators (1 if employed, 0 if unem-
ployed) and include the following outcomes:

5 Figure 2.5.7 provides an overview of the different TVET courses study participants were enrolled in and
differentiates between treatment and control group participants.
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1. Employment status, which is defined as any paid work. It includes any kind of job indi-
cated by the respondents.s

2. Decent employment, which is defined as paid work of at least 20 hours per week that
earns at least 6,209.93 KES per month. It includes any kind of job indicated by the re-
spondents.

3. Self-employment, which relies on the participants’ report of whether they are self-em-
ployed.

4, Formal employment, which relies on the participants’ report of whether their employ-

ment position is formal. The survey company Innovations for Poverty Action (IPA) de-
scribed formal employment to be “more structured with a contract and clearly stipu-
lated terms of service while informal employment has no set structures”.

5. Full time employment, which relies on the participants’ report on whether their em-
ployment position is full time.

The income measures considered are:

1. Total monthly income in KES, which is the sum of earnings from all paid work for par-
ticipants who have paid work and zero for participant who are unemployed, i.e., do not
have paid work.”

2. Total monthly income among employed in KES, which is the sum of earnings from all
paid work for participants who have paid work (estimation sample excludes partici-
pants without paid work).

3. Hourly wage among employed in KES, which is the average hourly wage rate or earn-
ings from paid work for those who have paid work (estimation sample excludes partic-
ipants without paid work).

In addition to employment and earnings, the following secondary outcome indicators were as-
sessed:

Aspirations for further education:

- Aspirations to obtain further education is based on the enumerators’ perceptions of
whether respondents showed any interest of going back to school.

6 Respondents were asked about the number of jobs they held during the 12 months before joining the
KAM program, since joining the KAM program, or since the last interview in the baseline, first follow-
up, or any subsequent follow-up interview, respectively. For each indicated job additional questions
about the job-specific income, working hours, tasks, etc. were asked. We do not know whether the
indicated jobs were internships or traineeships. But we do know that each study participant who was
identified to be employed indicated to have at least one job and have an income larger than zero.

7 Study participants were only asked about their average earnings, weekly working hours, as well as the
number of weeks worked in an average month. For their average earnings they could indicate a daily,
weekly, monthly, or quarterly payment frequency. However, they were not asked about the number of
days worked per week. Consequently, for participants who indicated to be paid on a daily basis we had
to make assumptions regarding participants’ average number of working days per week. Our main
analysis is based on the assumption that an average workday has 12 working hours. The estimation
results are almost identical when instead applying an assumption with lower daily working hours that
also takes into account whether respondents work full or part-time.
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Employment aspirations:

Employment aspirations in the short term indicates whether respondents would prefer
working in an employed or salaried position rather than in self-employment immedi-
ately after the KAM program and is coded as 0 = self-employment and 1 = salaried po-
sition.

Income aspirations in the short term, which is the response to the question “What is
your expected monthly salary/income [in the short term]?”, where short term refers to
the time immediately after the KAM program.

Employment aspirations in the long term indicates whether respondents would prefer
working in an employed or salaried position rather than in self-employment one year
after the KAM program and is coded as 0 = self-employment and 1 = salaried position.

Income aspirations in the long term, which is the response to the question “What is
your expected monthly salary/income [in the long term]?”, where long term refers to
the time one year after the KAM program.

Family structure:

Respondents’ marital status, which is a binary variable and is coded as 0 = never mar-
ried/single and 1 = ever married.

Binary variable indicating whether respondents have children, which is coded as 0 = no
children and 1 = any children.

Number of children respondents indicated to have at the time of the survey.

Binary variable indicating whether apart from any own children respondents have de-
pendants to take care of, which is coded as 0 = no dependants and 1 = any dependants.

Number of dependants respondents indicated to have at the time of the survey.

Respondents’ dependency on the household head, which is a binary variable and is
coded as 0 = respondent indicated to be independent from household head and 1 =
respondent indicated to depend on household head.

Banking and savings behaviour:
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Binary variable indicating whether respondents have a bank account (0 = no, 1 = yes).
Binary variable indicating whether respondents have any savings (0 = no, 1 = yes).

Binary variable indicating whether respondents add money to their savings on a regular
basis (0 = no, 1 =yes).

Total amount of all personal savings in KES respondents indicated to have at the time
of the survey.

Binary variable indicating whether respondents received any loans since the baseline
or the last follow-up interview (0 = no, 1 = yes).

Total amount of loans received since the baseline or the last follow-up interview.

Share of outstanding loans calculated as the number of loans for which the payment is
currently ongoing or has not started yet over the total number of loans received in the
respective time period.

Binary variable indicating whether respondents gave any loans since the baseline or the
last follow-up interview (0 = no, 1 = yes).



2.4 Data collection and sample

24.1 Data collection through IPA

E4D contracted with IPA-Kenya to develop and carry out a concept for the impact evaluation
and monitoring of E4AD programs in Kenya. In addition to survey data from E4D program benefi-
ciaries, IPA-Kenya collected data from a comparison group consisting of students and graduates
from TVET institutions who did not participate in E4AD programs. The TVET institutions, of which
comparison group members were recruited from, were selected based on offering courses in
fields comparable to those covered by the KAM program. For the evaluation of the KAM program,
this comparison group was used.

IPA Kenya collected data from program and comparison group members throughout 2017,
2018, and 2019 via standardized telephone interviews. The data collection includes a baseline
survey, which was completed during the first one to three months of the program, as well as
follow up surveys conducted at approximately six-month intervals after the baseline survey. The
baseline survey focused on a 12 months recall period and data prior to starting the E4D program
(IPA, 2020).

Table 2.4.1 presents the structure of the dataset as received by IPA Kenya. The first column
refers to the total number of observations, resulting from the number of participants that are
observed throughout the different survey waves as indicated in columns 2 to 5 of Table 2.4.1.

Table 2.4.1
Total survey participation

N° of observations N° of individuals

Survey waves covered

Baseline  Follow-up  Follow-up  Follow-up  Treament  Control Total
Total 1 2 3
1,440 X X X X 360 - 360
3,366 X X X 225 897 1,122
54 X X X 18 - 18
854 X X 215 212 427
32 X X 16 - 16
171 X 84 87 171
Treatment 2,715 918 818 585 394 918 - -
Control 3,202 1,196 1,109 897 - - 1,196 -
Total 5,917 2,114 1,927 1,482 394 - - 2,114

Notes: For seven participants of the treatment group information is only available on follow-up
1, 8 treatment participants could not be reached, and 16 reached individuals of the treatment
group never joined the program. Those observations are excluded. The control group was inter-
viewed only three times. Therefore, a follow-up 3 is not available for the control. - Source: Own
calculations based on KAM survey.

For example, 1,440 data points were collected in total from participants who were observed at
each of the four surveys, whereas 3,366 data points were collected in total for participants who
were observed only at baseline and follow-up 1 and 2. The last three columns refer to the number
of participants included in the dataset and their treatment group affiliation. For example, the
3,366 data points belong to 225 participants of the treatment group and 897 participants of the
control group who were observed at baseline, follow-up 1, and follow-up 2. The survey data
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includes a total of 5,917 observations referring to 2,114 study participants who were interviewed
at different points in time. There are more participants in the comparison (57%) than in the treat-
ment group, i.e., KAM beneficiaries (43%). The columns Baseline, Follow-up 1, Follow-up 2, and
Follow-up 3 of Table 2.4.1 indicate in which survey the respective number of observations were
collected or the respective participants were interviewed. Among KAM beneficiaries four survey
waves were conducted although not all participants were interviewed in each wave. Participants
of the comparison group participated in only three surveys. The sample attrition from baseline
to the second follow-up (F2) is noticeably smaller among the comparison group than among the
treatment group. Among KAM participants only 64% of the people interviewed at baseline were
followed-up in F2, for the comparison group it was 75% of the baseline participants.

2.4.2 Timing of the data collection

The baseline survey was planned to take place during the first one to three months of the KAM
program and the follow-up surveys were scheduled in intervals of approximately six-months af-
ter the baseline survey. However, this was only partly achieved. Figure 2.4.1 displays the time
gap between the follow-up surveys and the baseline for treatment (left) and control (right) group
and reveals that many respondents of the treatment group were called for the second interview
(F1) less than 3 months after baseline. Further, whereas for the treatment group the time gap
between the baseline and the third interview (F2) varies between 10 and 14 months, it varies
between 11 and 22 months among control group members.

Figure 2.4.1
Time gap between follow-ups and baseline by treatment and control group
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Notes: The graphs indicate the number of months between the baseline and follow-up inter-
views. The left graph refers to interviews conducted with the treatment group and the right to
the ones conducted with the control group. - Source: Own calculations based on KAM survey.
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Figure 2.4.2 shows the time in days between joining the KAM supported program and the base-
line survey for treatment group members. The baseline survey took place between one and
794 days after joining the KAM supported program. The distribution in Figure 2.4.2 reveals that
many study participants were interviewed much later than the originally planned three months
after the baseline.

Figure 2.4.2
Time gap between KAM start and baseline for treatment group
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Notes: The graph shows the time gap (in days) between KAM start (work readiness training)
and the interview date of the baseline survey for treatment participants. - Source: Own calcula-
tions based on KAM survey.

Figure 2.4.3
Time gap between placement end and survey wave for treatment group
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Notes: The graph shows the time gap (in days) between placement end and the interview date
of the follow-up surveys for treatment participants. The information about the placement end
was only collected in follow-up 1. - Source: Own calculations based on KAM survey.
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Figure 2.4.3 presents the time gap in days between program completion, i.e., having finished
the placement, and each follow-up survey for treatment group members and, similarly to Fig-
ure 2.4.2, shows that this time gap varies considerably across respondents and does not corre-
spond to the planned six months intervals. For some KAM participants the first follow-up took
place one year after having completed the KAM internship while at this time other KAM partici-
pants already completed their third follow-up.

The surveys took place at different stages of treatment and control group participants’ educa-
tion. Based on the program’s eligibility criteria, we know that KAM beneficiaries, i.e., the treat-
ment group, graduated from their TVET program in the past 5 years. Unfortunately, the exact
graduation dates of KAM beneficiaries are unknown because the questionnaires only included
this information for the control group. For the control group, the Figure 2.4.4 shows that a large
number of participants were still enrolled in their TVET program at the time of the baseline sur-
vey and some of them were still enrolled even during the follow-up surveys, which can be de-
tected by the negative values in the graph.

Figure 2.4.4
Time gap between graduation and survey wave for control group
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Notes: The graph shows the time gap (in days) between the control participants’ day of gradua-
tion and their respective interview dates of the baseline and the follow-us. The displayed bins
cover observations by 365 days. Consequently, 1Y refers to having had the graduation between
0 and up to 365 days prior to the interview, whereas -1Y refers to having had the graduation be-
tween 1 and up to 365 days after the interview. - Source: Own calculations based on KAM sur-
vey.

243 Data specificities and modifications

There are some specificities about the structure and information content of the data that re-
quire attention with respect to the design and implementation of the impact evaluation:

1. The treatment group was surveyed four times and the control group was surveyed only
three times.

2. The timing of the survey waves strongly varies across and within treatment and control
group observations.
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3. Treatment and control group participants were surveyed at different stages of their ed-
ucation. As stated in section 2.4.1, IPA Kenya collected data from a comparison group
consisting of students and graduates from TVET institutions who did not participate in
E4AD programs and were offering courses in fields comparable to those of the KAM pro-
gram. Some of the participants of the comparison group were part of alternative pro-
grams, for example the National Competence Based Education and Training program
(CBET). Whereas KAM addresses individuals who graduated during the past 5 years,
some participants of the comparison group were still about to graduate (see also Fig-
ure 2.4.4).

4. The questionnaires of the treatment and control groups and across survey waves dif-
fered in questions that are relevant for the impact evaluation. For example, treatment
group participants’ educational attainment and year of graduation is unknown and,
therefore, we cannot make any conclusive statement about whether treatment and con-
trol individuals are comparable regarding this fundamental dimension.

5. Some important information was missing overall. For example, the number of hours
worked per day is missing. Since we only know the days and hours worked per week this
required strong assumptions in order to calculate an approximation of total earnings for
subjects who indicated to be paid per day.s

6. The baseline survey was conducted after the KAM program started and parts of the in-
formation collected were not enquired using recall methods; this includes, for example
respondents’ household characteristics (e.g., number of children, size, assets), aspira-
tions, or savings behaviour.

7. The data were partially inconsistent and required specific detail and sometimes even
potentially arbitrary decisions in the data cleaning process. For example, in more than
1,000 cases respondents indicated to be unemployed but also indicated a positive num-
ber of jobs, wage income, or hours worked. For another 141 observations respondents
indicated to be employed but the number of jobs hold is 0. Further inconsistencies were
present with respect to the date at which individuals (i) started the KAM supported pro-
gram, (ii) completed the work readiness program, (iii) started their internship placement,
and (iv) ended their placement. For more than 300 KAM beneficiaries the recorded KAM
start date is after the KAM end date and 81 KAM beneficiaries indicated a placement
start date that was before their previously indicated KAM program start date. Lacking
reliable information on the time between start and end dates of the different program
components and the survey waves limits the understanding and evaluation of the poten-
tial treatment effects.

These aspects of the data make it challenging to study and evaluate the similarity, and therefore
comparability, of the treatment and control groups, which is key for causally attributing changes
in labor market outcomes to the KAM program.

To address some of the before mentioned issues, a number of important data manipulations
were conducted. First, the original grouping of follow-up surveys (F1, F2, and F3) was rearranged

8 We use two different approaches. The first approach applies a fixed definition of 12 working hours per
day. The second approach is more flexible and takes into account the distribution of the observations
as well as the additional information on whether the job is fulltime. The exact thresholds of the second
approach are displayed in Table A1.1.1.
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to three synthetic follow-up survey waves based on the time span between the baseline inter-
view date and the respective follow-up interview date and irrespective of the original survey
wave. If an individual was observed twice within one of these new follow-up periods the inter-
view that was conducted closer to the originally planned timing (6, 12, or 18 months after base-
line) was used.

1. Endline 1 (E1) captures follow-up observations that took place close to 6 months after
the baseline interview (caliper between 3 and 9 months after baseline).

2. Endline 2 (E2) captures follow-up observations that took place close to 12 months af-
ter the baseline interview (caliper between 10 and 15 months after baseline).

3. Endline 3 (E3) captures follow-up observations that took place close to 18 months af-
ter the baseline interview (caliper between 16 and 24 months after baseline).

Second, control group participants whose TVET graduation took place more than 6 months after
the baseline survey were dropped from the analysis to make control and treatment group obser-
vations more comparable with respect to their graduation date. This excludes 154 control group
participants and a total of 455 control observations.

Figure 2.4.5 displays the number of treatment and control observations for the two research
questions after (i) modifying the survey waves, (ii) dropping control group observations with very
late TVET graduation dates, and (iii) applying our definitions of treatment and control group par-
ticipants as explained in section 2.3.1 for the total sample.®

Figure 2.4.5
Number of observations by wave and study group, all TVETs
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Notes: The graphics show the number of observations by treatment and control group for the
baseline survey and each modified follow-up wave. The left graphic displays the number of ob-
servations by treatment and control group according to the RQ#1 definition. The right graphic
displays the number of observations by treatment and control group according to the RQ#2 def-
inition. “Not usable” refers to interviews conducted less than 3 months after the baseline or in-
dividuals who were interviewed twice within the same caliper. - Source: Own calculations based
on KAM survey.

9 An overview on the number of observations for the two alternative analyses, i.e., (i) the total sample
excluding CBET control participants and (ii) the subsample of mixed TVETs excluding CBET control par-
ticipants, is displayed in Figures A1.1.2 and A1.1.3.
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2.5 Background characteristics of study participants

This section describes individual and household level characteristics of study participants across
treatment and control groups with respect to participants’ sociodemographic background and
pre-intervention employment characteristics.

The pre-intervention employment indicators were assessed using baseline survey data and
were enquired via a set of recall questions for which respondents described their employment
situation 12 months prior to joining the KAM program for KAM beneficiaries or 12 months prior
to the baseline interview for control group participants. In contrast, recall methods were not
used for questions regarding participants’ sociodemographic background characteristics. Since
the baseline survey was conducted after KAM beneficiaries already received the KAM training,
the participants’ economic situation prior to the KAM program is unknown. Therefore, infor-
mation referring to the time of the baseline survey could, in principle, already been affected by
the KAM training, however, changes due to program participation can be expected to be negligi-
ble at this point.

The examination of individual background characteristics serves two main purposes. First, it
describes the study population for whom treatment effects are measured. Second, it allows a
detailed investigation of the similarity and, thus, comparability of treatment and control group
members. In case significant differences in background characteristics are detected across
groups the differences can be controlled for in the impact estimations.

2.5.1 Regions and trades of study participants

KAM reached out to TVET institutions all over Kenya. Figure 2.5.1 shows that KAM beneficiaries
mostly attended TVET institutes located in the provinces Central and Nairobi. Smaller number of
beneficiaries attended institutes located in the provinces Coast, Nyanza, and Rift Valley. The dis-
tribution of KAM beneficiaries is not always mirrored by the control group. For example, whereas
none of the KAM beneficiaries attended institutes in Eastern Province or Western Province, some
of the control group participants did. The different TVET institutes in which study participants
were enrolled in are listed in figure A1.1.1 of the Appendix.

10 With regards to respondents’ employment situation such recall questions were only applied for the
question of the job roster, i.e., how many jobs they hold 12 months prior to joining the KAM program
or prior to the interview as well as the characteristics of each of these jobs. Instead, the question about
respondents’ employment status referred to the current situation. Thus, if in the following we talk about
the employment status, this does not refer to the employment status as indicated by the respondent
but to a calculate employment status based on respondents’ answers regarding number of jobs hold,
working hours, and total income.
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Figure 2.5.1
Number of study participants by region and by study group

[2]
300 ¢
236 234 5
207 e
168 175 200 3._)
10

76 oy 53 56 100 &
241142 44 ey 332721 pall W 2
]
L} L - L} L L} ,0 o)

> > > 2\ @ D @ D
G O < © ) 1S
& & & o W 2

(@) <& Q&o {DQ\ \&\ \\Q& \‘&\ (\Q\
> 4 ) N
(b((lx ’bQ N A'b\ &é} é@
& & W
N S & <
S
&
‘ Control Training only Training and placement ‘

Notes: The graphic displays the number of baseline respondents by region and by (i) study par-
ticipants who did not participate in the KAM program (Control), (ii) KAM beneficiaries who only
participated in the training (Training only), and (iii) KAM beneficiaries who participated in the
training and received an internship placement through KAM (Training and placement). - Source:
Own calculations based on KAM survey.

Figure 2.5.2 presents the different TVET courses study participants were enrolled in and differ-
entiates between treatment and control group participants.

Figure 2.5.2
Study participants by TVET course visited and study group
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Notes: The graphic displays the number of baseline study participants by TVET course and by
treatment and control groups. - Source: Own calculations based on KAM survey.
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The KAM program covered a variety of different trades. The majority of KAM beneficiaries were
enrolled in mechanical or electrical engineering and another larger part were enrolled in building
and construction. The distribution of trades was slightly different among control group partici-
pants. While some of the trades in which KAM beneficiaries were enrolled in are not covered by
the control group (e.g., food and beverage, chemical engineering, civil engineering) other trades
were only taken by control group participants (e.g., animal production, land survey).

2.5.2 Sociodemographic characteristics

Table 2.5.1 shows the study participants’ sociodemographic background characteristics by
treatment and control groups in columns (1) to (3) and comparisons of these background char-
acteristics across treatment and control groups in columns (4) and (6). In order to provide in-
sights into the background characteristics for the whole sample, Table 2.5.1 is based on the base-
line data from all study participants irrespective of the type of TVET visited. However, as some of
the robustness checks will focus on the subsample of mixed TVETs, Table A1.1.2 displays the
background characteristics of study participants of mixed TVETs only across treatment and con-
trol groups. Overall, the characteristics are very similar.

Column (1) presents mean background characteristics (or the percentage share for binary indi-
cators) of respondents who did not participate in the KAM program at all. Column (2) presents
background characteristics of respondents who only received the KAM training, and column (3)
presents the characteristics of respondents who participated in the KAM training and received
an internship placement organized by KAM.

A small share of participants is female (11-18%) and participants’ average age is 25 years. The
large majority of participants is single (78-89%) and in line with this only few indicated to have
children (14-19%) or dependants to take care of (6-8%). For participants who have children in
school age, almost all of their children are also enrolled in school (99%).

About half of all KAM beneficiaries indicated to currently depend on their household head,
whereas it was almost three-quarter among control group participants. Accordingly, most con-
trol group participants indicated to live with their family (62%). This share is noticeably lower
among KAM beneficiaries (47%) and an almost equally large share indicated to live alone (46%).

Female household heads of KAM beneficiaries mostly obtained high levels of education, i.e.,
secondary school or higher (41-43%). This is also the case for female household heads of control
group participants, although for a lower share of 34%. Further, one quarter of control group par-
ticipants and even one-third of KAM beneficiaries indicated that they do not have a female
household head or refused to answer. Only a small share of female household heads in all three
participant groups did not obtain any formal education or completed only primary standard.
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Table 2.5.1
Sociodemographic characteristics of study participants, all TVETs

f:’er:trn:'e(r:’t‘; Training only T;T;:ang;:td Std. Diff. Std. Diff.
(1) (2) (3) (4) (5)
% or Mean % or Mean % or Mean (1) - (3) (2)-(3)
Respondent characteristics
Gender 11.3 16.5 18.3 -0.069 -0.018
Age at interview 23.7 25.5 25.4 -1.703 0.151
Family situation
Single/never married 89.3 78.4 83.1 0.061 -0.048
Has children, yes/no 14.2 19.4 18.8 -0.046 0.006
Children, number 0.2 0.3 0.2 -0.054 0.039
chl}:I:c:fn aged 6-14 are all enrolled in 98.8 995 99.2 -0.004 0.003
SC::\IC«):I;an aged 6-18 are all enrolled in 97.9 99.0 98.4 -0.005 0.006
\(/)(;c:/e;‘rodependants (excl. children), 73 6.0 8.2 -0.009 -0.023
Other dependants, number 0.2 0.1 0.2 -0.013 -0.043
S:SF;i';dency on household head, 72.5 483 51.0 0.215 -0.027
Education of female household head
None or pre school 5.3 4.0 3.1 0.021 0.008
Primary standards 1 to 6 6.1 2.7 3.5 0.026 -0.008
Primary standard 7 7.0 5.0 5.1 0.019 -0.001
fc:'r:]zrz tsct’a;dard 8 or secondary 22.6 12.9 13.1 0.095 -0.002
Secondary form 4 or higher 34.0 42.8 40.6 -0.066 0.022
No female household head or refusal 25.0 32.6 34,5 -0.096 -0.019
Living situation
Live alone 27.9 41.5 46.1 -0.182 -0.045
Live with family 61.8 51.7 46.9 0.149 0.049
Live with room mates 10.0 6.5 6.9 0.031 -0.004
Live with non-relatives 0.3 0.2 0.2 0.001 0.001
Number of observations 1,042 402 510
Test of joint orthogonality
F-test statistics 12.942%** 0.734
p-value 0.000%** 0.778

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include participants from all TVETs. The value displayed for t-tests are the differences
in the means across the groups (***, ** and * indicate significance at the 1, 5, and 10 percent
critical level). - Source: Own calculations based on KAM survey.
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Columns (4) and (5) display statistics that allow to evaluate the similarity and, thus, compara-
bility of the three participant groups. Column (4) compares KAM beneficiaries who participated
in the full KAM program with control group participants, and column (5) compares KAM benefi-
ciaries who participated in the full KAM program with KAM beneficiaries who only received the
KAM training. Both columns show standardized differences (Std. Diff.) as measures of similarity
for each background characteristic. The standardized difference takes the difference in means of
the respective two groups and weights it by the variance of the indicators.1t Standardized differ-
ences with an absolute value of 0.2 or less are considered small. Thus, for the evaluation of the
similarity of treatment and control groups, every absolute difference that is larger than 0.2 is
considered as not similar.

The two bottom rows of Table 2.5.1 present measures that evaluate the similarity across the
respective treatment and control group considering all presented characteristics jointly. A p-
value below 0.1 would imply that the listed background characteristics of the two considered
groups are significantly different from each other and, therefore, the two groups would not be
comparable without applying additional econometric techniques that restore comparability.

The p-value of below 0.1 in column (4) indicates that KAM beneficiaries who participated in the
KAM training and received a placement and respondents who did not participate in the KAM
program at all significantly differ from each other when considering all observed characteristics
jointly. Examining the individual standardized differences, reveals that the groups differ in almost
all of the observed background characteristics. Only the enrolment status of children, having de-
pendants, as well as the average number of dependants do not pass the threshold of 0.2. Overall,
control group participants have a lower share of females and are younger. Presumably as a con-
sequence of the younger age level, control group participants are also more frequently single, do
less often have own children, more frequently depend on their household head, and tend to live
with their family rather than living alone.

Column (5) presents the comparability of KAM beneficiaries who participated in the training
and received a placement with KAM beneficiaries who only received the training. The p-value of
above 0.1 at the bottom of the table suggests that the two groups are similar when taking into
account all observed characteristics jointly. With respect to differences in individual variables,
the only detectable difference regards beneficiaries’ marital status. KAM beneficiaries who par-
ticipated in the training and received a placement through KAM are more often single than KAM
beneficiaries who only received the training.

2.5.3 Employment status and earnings prior to the KAM program

Tables 2.5.2 and 2.5.3 present mean pre-intervention employment and income indicators of
study participants across the three groups for the full sample. Table 2.5.2 refers to all participants
of all TVETs, whereas Table 2.5.3 only includes observations from participants who indicated to
be employed at the time of the first survey. Again columns (1) to (3) display the background
characteristics for each group and columns (4) and (5) compare the characteristics across groups.
For control group participants the pre-intervention period refers to the one-year-period prior to
the baseline, whereas for KAM beneficiaries it refers to the one-year-period prior to joining the
KAM program. Tables A1.1.3 and A1.1.4 provide the balance tables for the subsample of mixed
TVETs.

11 The variance is defined as a measure of how much the indicator spreads around its mean.
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Table 2.5.2 reveals that already before starting the KAM program more than 80% of the KAM
beneficiaries have had any form of paid work. In the control group 71% indicated to had have
any form of paid work. Most of this paid work refers to fulltime employment which is reflected
in the total hours worked per week, which range between 34 and 47 hours. Only a small share of
study participants reported to have a decent or a formal employment and the share is noticeably
lower in the control than in the treatment groups. The share of study participants who indicated
to be self-employed ranges between 18 and 25%. The average total income per month ranged
between roughly 9,500 KES among control group participants and 13,000 KES among KAM ben-
eficiaries and the average hourly earnings varied between 63 KES in the control group and 91 KES
in the treatment group that only received the KAM training.

Table 2.5.2
Pre-intervention employment characteristics of study participants, all TVETs
Sc:r?er;ttrrzle(r:cc)) Training only T;Tai:jenn%::td Std. Diff. Std. Diff.
(1) (2) 3) (4) (5)
% or Mean % or Mean % or Mean (1)-(3) (2)-(3)
Employment
Employment status 70.9 82.3 81.6 -0.106 0.008
Decent employment 11.3 24.6 17.5 -0.062 0.071
Self-employment 19.9 25.2 17.7 0.023 0.075
Formal employment 7.6 21.4 22.1 -0.144 -0.007
Fulltime employment 53.3 74.2 76.2 -0.229 -0.020
Total hours worked per week 34.2 42.4 47.2 -12.994 -4.838
Income
Total monthly income 9,529.1 13,175.9 11,231.0 -1,701.938 1,944.851
Average hourly earnings 63.1 91.3 89.7 -26.625 1.599
N 1,042 402 510
Test of joint orthogonality
F-test statistics 18.184*** 3.701***
p-value 0.000%** 0.000%**

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include participants from all TVETs. The values displayed in columns (4) and (5) are
the differences in the means across the groups. The stars indicate the significance at the 1 (***),
5 (**), and 10 (*) percent critical level. - Source: Own calculations based on KAM survey.

Table 2.5.3 considers participants who were employed during the one-year-period prior to the
intervention in the treatment group and participants who were employed during the one-year-
period prior to the baseline in the control group. It thereby provides more detailed information
on the average number of jobs held, hours worked, and hourly wages. On average, study partic-
ipants held 1.2 jobs and worked between 48 and 58 hours per week. The average total income
among employed varied between approx. 13,400 and 16,000 KES per month and the average
wage per hour varied between 89 and 111 KES.
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Table 2.5.3
Pre-intervention employment characteristics of employed study participants, all TVETs

Control Training and

(no treatment) Training only placement Std. Diff. Std. Diff.
(1) (2) (3) (4) (5)
Mean Mean Mean (2)-(3) (2)-(3)

Employment

No. of jobs 1.2 1.3 1.3 -0.107 -0.074

Total hours worked per week 48.2 51.5 57.9 -9.633 -6.417
Income

Total monthly income 13,436.1 16,002.118 13,768.8 -332.664 2,233.317

Average hourly earnings 89.1 110.9 110.1 -20.934 0.865
N 739 331 416
Test of joint orthogonality

F-test statistics 7.745%** 3.951***

p-value 0.000*** 0.004***

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include participants from all TVETs who had a job at the time of the baseline. The
stars indicate the significance at the 1 (***), 5 (**), and 10 (*) percent critical level. - Source:
Own calculations based on KAM survey.

Again, column (4) displays the standardized differences between KAM beneficiaries who partic-
ipated in the full KAM program and control group participants, while column (5) displays the dif-
ferences between KAM beneficiaries who participated in the full KAM program and KAM benefi-
ciaries who only received the KAM training.

The test statistics at the bottom of each table indicate that treatment and control group partic-
ipants are significantly different from each other in both comparisons when considering all pre-
sented characteristics jointly. Column (4) of Tables 2.5.2 and 2.5.3 indicates that study partici-
pants who did not receive any KAM benefits are noticeably less often employed, have a lower
number of jobs, do less often have a decent, formal, or fulltime employment, and have a lower
number of weekly working hours than KAM beneficiaries who participated in the training and
received a placement. Column (5) shows that KAM beneficiaries who only participated in the
training are on average significantly more often employed in a decent job or are self-employed
but have a lower number of weekly working hours than full program beneficiaries.

254 Restoring the comparability of treatment and control groups

The similarity and, thus, comparability of treatment and control groups is important to attribute
measured employment effects to the actual impact of the KAM program. If treatment and con-
trol groups are not comparable the measured treatment effects could be caused by participants’
different background characteristics and labor market potential rather than the KAM program
itself. For example, if treatment group participants are on average older than control group par-
ticipants and if being older goes along with having had more time to obtain practical experience,
then estimated program effects may be due to participants’ age rather than due to the KAM
program if the different age structure across groups were to be ignored in the estimation ap-
proach. To restore the comparability of treatment and control groups, the estimation strategies
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outlined in section 2.3.1 are applied and control for all background characteristics that differed
across treatment and control group participants, i.e., participants’ background characteristics
that correlate with treatment group membership and labor market outcomes simultaneously.

2.6  Descriptive statistics on the KAM program

This section provides descriptive statistics to of (i) the outreach of the KAM program, (ii) the
type of internships completed by all study participants, as well as (iii) KAM beneficiaries’ satis-
faction with the program in general and the KAM internship in particular.

2.6.1 Outreach of the program

Table 2.6.1 presents descriptive statistics of the outreach of the KAM program. In total,
918 graduates started the KAM program, i.e., participated in the E4D work readiness training,
out of which only 160 were female. Despite the short duration of the training, approximately
12% of the participants did not complete the work readiness training. Two thirds of all KAM par-
ticipants received an internship placement. The majority of these placements were organized by
KAM, however, 83 KAM participants indicated to have sought their placement individually. Only
about half of all participants who started the KAM program reported that they completed a
placement. Less than one quarter stated to have completed the full KAM program, which re-
quires them to also receive a program certificate once they completed the internship. Overall,
Table 2.6.1 illustrates that drop-outs occurred throughout the different program steps and that
the number of drop-outs was largest at the internship placement stage. Drop-out rates do not
noticeably differ for female participants.

Table 2.6.1
Outreach of the KAM program

% of fe-
% of base- male
Number of participants who ... Total line partici-  Females baseline Reference period
pants partici-
pants
started the work readiness training 918 100.0 160 100.0 Baseline
completed the work readiness training 803 87.5 137 85.6 Follow-up 1
who received a placement 588 64.1 105 65.6 Ever
Individual sought 83 9.0 12 7.5 Follow-up 1
Sought by KAM 483 52.6 86 53.8 Follow-up 1
completed the placement 431 46.9 80 50.0 Ever
completed full KAM program 194 21.1 34 21.3 Follow-up 1

Notes: Some information was only asked in Follow-up 1 whereas other information was asked in
all four waves (see last column). The number of participants who started the E4D work readi-
ness training is defined as everyone who participated in the baseline survey and indicated to be
part of the KAM program. Having completed the full KAM program is defined as having (i) par-
ticipated in the work readiness training, (ii) completed the placement, and (iii) received the KAM
certificate. - Source: Own calculations based on KAM survey.

2.6.2 Internship placements

Figure 2.6.1 displays the share of placed individuals in each treatment and control group. As per
definition all study participants of the treatment group (“Training and placement”) received a
placement. Among KAM beneficiaries who only participated in the training, 20% of male and 18%
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of female participants obtained an internship, either because they sought it individually or they
received it through another program. A considerably large share of the control group, i.e., study
participants who did not participate in the KAM program, were placed in other forms of intern-
ships (79% among male and 83% among female participants).

Figure 2.6.1
Placement share by gender and study group
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Source: Own calculations based on KAM survey.

Figure 2.6.2 shows that while all control group participants and most KAM beneficiaries indi-
cated that their internship consisted of only one section, some of the beneficiaries who received
an internship through KAM as well as some of those beneficiaries who individually sought an
internship went through two to seven different sections within the company. 12

Figure 2.6.2
Number of placement sections within internships by study group
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Source: Own calculations based on KAM survey.

2. Among KAM participants the information was collected during F2 whereas among the control group
the information was collected in F3.



Generally, and independently of who facilitated the placement, most internships lasted be-
tween two and three months as shown in Figure 2.6.3. The placement length of KAM-sought
internships was two to three months in 65%, more than three and up to six months in 24%, and
longer than six months in 4% of the cases. Although KAM intended internships to last three
months, 7% of the KAM internships were even shorter than two months. Further, Figure 2.6.3
shows that placements of KAM beneficiaries who individually sought their internship more often
lasted between three and six months (38%).

Figure 2.6.3
Placement length by study group
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Source: Own calculations based on KAM survey.

Figure 2.6.4 displays the time that passed between KAM beneficiaries’ participation in the work
readiness training and starting their internship. The graph only refers to KAM beneficiaries who
received a placement sought by KAM, i.e., observations from KAM participant who individually
sought their placement are not considered .

Figure 2.6.4
Time gap between KAM start and placement start
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Source: Own calculations based on KAM survey.
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However, including KAM beneficiaries who individually sought their placement does not change
the overall picture. Most KAM sought internships (44%) started one month after beneficiaries’
participation in the work readiness training and an additional 20% of the internships started two
months after the training. The displayed data on the timing of the training and the internship
start relies on the information provided by the study participants. Fourteen percent of KAM ben-
eficiaries started their internship before having started the KAM program, which might be due
to reporting errors of study participants and a lack of consistency checks in the questionnaire.

Whether KAM beneficiaries received a placement or not strongly varied across the TVET courses
in which they were enrolled in prior to participating in the KAM program. Figure 2.6.5 presents
the share of KAM beneficiaries who ever received an internship placement through KAM. The
placement share is calculated for each TVET course separately. Whereas three quarter of KAM
beneficiaries in the sector of chemical engineering received a KAM-sought placement, this was
only the case for one quarter of KAM beneficiaries in the sector of civil engineering. Apart from
the beneficiaries’ course of study also the visited TVET facility seems to play an important role in
receiving an internship placement (see Appendix figure Al1.1.4).

Figure 2.6.5

Placement status by TVET course taken
Chemical Engineering 20.2.9 771
Machine or plant operator 25.0 25.0 50.0
Food & beverage 256 7.7 66.7
Mechanical Engineering 303 7.7 62.0
Electrical Engineering 322 87 59.1
Building & Construction 41.451 53.5
Carpentry & Joinery 44 .4 55.6
Other 444 9.7 45.8
Automotive Engineering 45.7 8.6 45.7
Motor Vehicle Mechanics 52.6 211 26.3
Animal health 55.6 333 111
Agriculture 61.15.6 33.3
Civil Engineering 625 125 25.0

0“% 26% 40"’/0 6(;% 80"’/0 106%
Not placed

Placed, individually sought
Placed, KAM sought

Source: Own calculations based on KAM survey.

2.6.3 Participants’ satisfaction with the KAM program

Overall, KAM beneficiaries were very satisfied with the program. As displayed in the upper
graph of Figure 2.6.6, almost everyone would recommend the KAM program to other students.
The middle graph shows that the large majority of beneficiaries (97%) indicated that the KAM
program design encouraged their participation in an internship. Not surprisingly this share is
somewhat lower among KAM beneficiaries who only participated in the training but did not re-
ceive a placement through KAM (88%). The bottom graph shows that for more than 90% of all
KAM beneficiaries the KAM work readiness training was the primary course for preparation for
the internship placement.
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Figure 2.6.6
Feedback of KAM participants on KAM program

Recommend KAM program to other students

Training only | 3.2 96.8
Training and placement [1.7 98.3
T T T T T T
0% 20% 40% 60% 80% 100%

Design encouraged placement participation

Training only 11.6 88.4

Training and placement |2.4 97.6

T T T T T T
0% 20% 40% 60% 80% 100%

KAM course was primary course for preparation

Training only | | 7.8 92.2

Training and placement | 4.7 95.3

T T T T T T
0% 20% 40% 60% 80% 100%
No Yes

Notes: The first indicator on whether the respondent would recommend KAM to other students
was asked in all three follow-up waves. The remaining two indicators solely refer to answers
given during Follow-up 1 because they were only included in the questionnaire of Follow-up 1.
Source: Own calculations based on KAM survey.

Figure 2.6.7 shows in how far KAM beneficiaries felt that the KAM training prepared them for
the subsequent company placement. Almost 90% of the program participants felt prepared or
very prepared for their internship placement due to the participation in the work readiness train-
ing. Yet, 7% indicated to have felt somewhat unprepared and 6% felt not prepared at all. Answers
from KAM participants who individually sought their placement are not considered in Fig-
ure 2.6.7. Including their answers does not change the overall picture.

Figure 2.6.7
Level of preparation for placement through the KAM training

64.7 22.5 73 55

0% 20% 40% 60% 80% 100%
Very prepared Somewhat prepared
Somewhat unprepared Not prepared at all

Source: Own calculations based on KAM survey.
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Figure 2.6.8 presents how KAM participants who were interviewed in the third follow-up survey
expect the KAM program to impact their future employment opportunities and differentiates
between participants of the training only group and participants who received both program
components. The large majority indicated that the employment opportunities that they had since
participating in the KAM program full or somehow meet the employment expectations they had
when leaving the program. Still, about one-fifth of participants of the full program and one-fourth
of the training only participants reported that their expectations were not met at all. Moreover,
participants of the full KAM program were very confident that the program (50.0%) and the
gained skills (66.5%) will be useful for future employment opportunities. Perceptions are less
optimistic among participants who only participated in the KAM training.

Figure 2.6.8
Perceived employment opportunities after KAM program

Employment opportunities meet expectations

Training only 18.2 56.8 25.0
Training and placement 28.5 50.8 20.8

0 20 40 60 80 100
l Fully met Somehow met Not met at all

Program will help for future employment opportunities

Training only 26.5 57.6 9.8 6.1
Training and placement 50.0 41.5 6.2 2.3

T T T T

0 20 40 60 80 100

Very confident Confident Somewhat confident Not confident ‘

Gained skills will be useful for future employment opportunities

Training only 41.7 15.2 37.9 3.816
Training and placement 66.5 8.5 23.8 1.2
T T T T T T
0 20 40 60 80 100
l Very useful Somewhat useful Useful Somewhat not useful [ Not useful at all ‘

Notes: These questions were only included in interviews of the third follow-up survey. - Source:
Own calculations based on KAM survey.

In the third follow-up wave, participants were also asked about the key goals they had at the
time leaving the KAM program. The answers are displayed in Figure 2.6.9. The most prominent
goal was to get employed which was mentioned by 86% of participants who only participated in
the training and by 92% of participants of the full KAM program. Between 17 and 18% of the
participants indicated that they want to start a business and very few participants (< 2%) indi-
cated that they want to get a certificate, go back to school, or get more sponsorship.
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Figure 2.6.9

Key goals at the time leaving the KAM program

Training only Training and placement

1.00 1.004
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0.00+ — 0.00+
Get employed . Start a business Get a certificate

Go back to school

. Get more sponsorship

Other

Notes: This question was only included in interviews of the third follow-up survey. - Source:
Own calculations based on KAM survey.

Figure 2.6.10 additionally shows that the majority of KAM participants perceived that they were
able to achieve these goals at least to some extent. As already observed in the previous graphs,
the overall picture is more optimistic among KAM beneficiaries who received both program com-
ponents than among beneficiaries who only received the training. One third of the participants
who were trained and placed indicated that they achieved their goals to a high or extreme extent,
while it is only one-fifth among participants who only received the training.

Figure 2.6.10
Achievement of key goals

Training only

Training and placement

Highly achieved [l Extremely achieved

26.5 26.5 26.5 13.6 .
20.4 19.6 25.8 23.1 -
0 20 40 60 80 100
Not at all Slightly achieved Moderately achieved

Source: Own calculations based on KAM survey.
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Figure 2.6.11 shows that about three quarters of KAM beneficiaries indicated to be satisfied or
very satisfied with their placement. This holds for participants’ overall satisfaction with the place-
ment as well as for their satisfaction with the internship as place of work and the acquired infor-
mation about the respective area of trade. Two thirds of KAM participants indicated that the
placement was similar or very similar compared to their prior expectations. About 7% of the par-
ticipants reported that the placement was not similar to what they had expected. However, this
information was only enquired in the first follow-up wave and only covers KAM beneficiaries who
at that time had already received a placement. As before, only answers from KAM participants
whose placement was sought by KAM were used.

Figure 2.6.11
Indicators of satisfaction with placement (1)

Overall satisfaction with placement

‘ 32.9 43.4 18.7 34
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‘ 35.6 40.5 18.9 2,980
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Very satisfied/similar Satisfied/Similar
Somehow satisfied/similar Dissatisfied/Not similar

I Very dissatisfied

Source: Own calculations based on KAM survey.

As depicted in Figure 2.6.2, some participants passed through different internship sections. Fig-
ure 2.6.12 reveals that, overall, participants’ satisfaction was very positive and very homogenous
across placement sections. About 89% of the participants who received a placement through
KAM reported to have obtained opportunity to practice in all placement sections, whereas 5%
indicated to have obtained opportunity to practice only in some and 7% in none of the placement
sections. A similar picture emerges when participants were asked about their supervisor. The
overwhelming majority indicated to have had a responsive supervisor in all of their placement
sections. Only 5% indicated that they have not had a responsive supervisor in any of the sections
and 2% only in some.*

13 Again, information was only conducted in F1 and only covers KAM participants who already received a
placement at this point in time. Only answers from KAM participants whose placement was sought by
KAM were used for this graphic, i.e., answers from KAM participants who individually sought their place-
ment are not taken into account. However, including their answers does not change the overall picture.
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Figure 2.6.12
Indicators of satisfaction with placement (l1)

Obtained opportunity to practice in ...
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Source: Own calculations based on KAM survey.

Figure 2.6.13 depicts KAM participants’ reasons to recommend the KAM program to others. The
most prominent answers were gaining practical skills (54%), networking with employers of the
respective trade (45%), and the content provided in the work readiness training (40%). Other
frequent responses included youth empowerment (31%) and free attachment (30%), an answer
option provided by IPA for which we could not identify what it is referring to. Aspects mentioned
by only very few of the respondents (<7%) were job sensitization, getting a certificate, or obtain-
ing more attachment opportunities in the home county.

Figure 2.6.13
Reasons to recommend the KAM program
0.60
0.40
0.20
0.536 0.401 0.311 0.299 - 0:034- 0.025 0.019
0.00
Gain practical skills I Networking with employers
Work readiness training Youth empowerment
Free attachment I Job sensitization
Other Get a certificate
More attachment opportunity in home county

Notes: The graphic indicates all aspects mentioned by KAM participants across survey waves F1,
F2, and F. - Source: Own calculations based on KAM survey.

Reasons why KAM participants would not recommend the program are presented in Fig-
ure 2.6.14 and mostly refer to the organization of the program. One quarter claimed that
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participating in the program did not guarantee them an internship placement, 23% criticized that
KAM'’s placement process was too lengthy, and 23% stated that the attachment to the placement
sections was not in line with their course of study. About 3% mentioned that they would not
recommend the program because of lacking bus fares to the placement company.

Figure 2.6.14
Reasons not to recommend the KAM program

0.25+

0.20+

0.15+

0.10+

0.05+

0.025 0.225 0.250

0.00+

Lack of bus fare to the placement company

I Attachment to sections not in line with course of study
Lengthy placement process by KAM
No guarantee for internship

Notes: The graphic indicates all aspects mentioned by KAM participants across survey waves F1,
F2, and F3. - Source: Own calculations based on KAM survey.

Figure 2.6.15 displays the reasons for dropping out of prior KAM participants. Most KAM par-
ticipants indicated that they dropped out because they got a job or a more attractive internship
(30%). The second most common reason for dropping out were personal or family issues (21%).
Long distances or the lack of accommodation (16%) as well as financial constraints (8%) were
other reasons indicated by former participants. Moreover, 12% of the participants who dropped
out mentioned miscommunication either between them and KAM, them and the company, or
KAM and the company as a reason for their drop out.

Figure 2.6.15
Reasons for dropping out of the KAM program

102 observations

L 490%
\\7.84%-\ ’

0.50% 29.41%
\ )

."\.

Got a job/internship I Personal/family issues
Long distances/no accomodation I Misscomunication
Lost interest Financial contraints
Other

Source: Own calculations based on KAM survey.

57



2.7 Descriptive statistics on participants’ job search

This section describes participants’ job search experience by treatment and control groups, in-
cluding their participation in and knowledge of alternative employment promoting programs and
participation in interviews. In addition, this section reports KAM beneficiaries’ self-reported eval-
uation of their KAM program participation on their job search.

2.7.1 Alternative employment promoting programs

Figure 2.7.1 presents study participants’ knowledge and usage of alternative employment pro-
moting programs. The main take-away is that among KAM beneficiaries a larger share is familiar
with labor market matching services and also received or solicited information from such match-
ing services than among control group members. KAM beneficiaries were additionally asked
about their participation in online job linkages, job bazaars, partner events, open days, other
internship arrangements, as well as coaching and mentorship services. Unfortunately, this infor-
mation was not collected among control group participants. Consequently, a comparison be-
tween treatment and control group was not possible.

Figure 2.7.1
Knowledge and usage of labor market matching services by study group

Familiar with labour market matching services Received/solicited information from matching services

Mixed VTls Mixed VTls
No treatment 85.1 14.9 No treatment 65.8 34.2
Training only 66.7 333 Training only 55.0 45.0
Training and placement 68.6 314 Training and placement 39.7 60.3
0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
Pure VTIs Pure VTls
No treatment 87.9 121 No treatment 70.7 29.3
Training only 60.1 39.9 Training only 45.5 54.5
Training and placement 52.8 47.2 Training and placement 35.4 64.6
0% 20% 40% 60% 80%  100% 0% 20% 40% 60% 80% 100%
No Yes

Source: Own calculations based on KAM survey.

2.7.2 Participation in interviews

Figure 2.7.2 presents descriptive statistics on whether study participants had any interviews
12 months prior to the intervention. For control group participants the pre-intervention period
refers to the one-year-period prior to the baseline, whereas for KAM beneficiaries it refers to the
one-year-period prior to joining the KAM program. The upper left graph shows that 27% of the
KAM placement group, 23% of the KAM training only group, and 14% of the control group par-
ticipated in at least one interview, respectively. Most of these interviews were job interviews, as
can be seen in the lower left graph. The two right-hand side graphs show the number of (job)
interviews that participants had in the pre-intervention period. Most individuals who had an in-
terview only had one. The small discrepancies in percentages between the left-hand side and
right-hand side graphs are due to rounding.
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Figure 2.7.2

Participation in interviews at baseline by study group

Had any interview

Control 86.5 13.5
Training only 771 229
Training and Placement 73l 26.9
0% 20% 40% 60% 80% 100%
Had a job interview
Control 90.1 9.9
Training only 82.5 175
Training and Placement 80.0 20.0
0% 20% 40% 60% 80% 100%
No Yes

Number of any interviews

Control 86.5 12.9
Training only 773 175
Training and Placement 73.3 18.9
0% 20% 40% 60% 80% 100%
Number of job interviews
Control 90.1 9.3
Training only 82.6 12.9
Training and Placement 80.0 14.5
0% 20% 40% 60% 80% 100%
0 1 2 3+]

Source: Own calculations based on KAM survey.

2.7.3

Participant-reported evaluation of KAM on job search

During the follow-up waves KAM beneficiaries were asked about how they felt that their KAM
program participation affected their chances of getting job interviews and their performance in
the interviews. Table 2.7.1 shows the results of this self-reported evaluation of the KAM pro-
gram. About half of all KAM beneficiaries indicated that the “skills developed in the E4D program”
or the “work readiness training” helped them to get an interview. About one third indicated that
the “E4D network” or the “practical job training” helped them to get an interview. Between 22
to 28% reported that their interview performance improved thanks to the “E4D network” or the
“skills developed in the E4D program”.

Table 2.7.1
Impact of KAM program on job interviews
Number of participants who indicated that ... Total % of base-  Females % of fe-
line par- male
ticipants baseline
partici-
pants
... E4D network improved interview performance 198 21.6 44 27.5
... E4D network helped to get an interview 301 32.8 51 31.9
... skills developed in E4D improved interview performance 259 28.2 55 34.4
... skills developed in E4D program helped to get an interview 455 49.6 80 50.0
... work readiness training helped to get an interview 429 46.7 77 48.1
... practical job training helped to get an interview 306 333 48 30.0
... they had an interview with the placement company 39 4.2 11 6.9

Notes: Refers to any job indicated by KAM beneficiaries in any of the three follow-up waves. State-
ments are shown as phrased by IPA in their questionnaire. - Source: Own calculations based on

KAM survey.
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2.8 Descriptive statistics on labor market outcomes

This section reflects on participants’ change in labor market performance throughout the KAM
program, including employment status, income, hourly wages, and working hours. Further, this
section reports KAM beneficiaries’ self-reported evaluation of their KAM program participation
on their current employment situation.

2.8.1 Changes in labor market characteristics between baseline and follow-up

In the baseline survey, information on jobs held and incomes earned in these jobs for the
12 months prior to the intervention, i.e., prior to joining the KAM program among KAM benefi-
ciaries and prior to the baseline interview among control group participants, were collected.
This pre-intervention period is used as a reference to compare labor market outcomes after the
intervention, i.e., after the delivery of KAM program benefits, with those prior to the interven-
tion.

Figures 2.8.1 and 2.8.2 present job transitions over time by comparing paid work post-interven-
tion with paid work pre-intervention across treatment and control groups. Figure 2.8.1 refers to
participants’ employment status in general and Figure 2.8.2 especially looks at decent employ-
ment. In this vein, study participants are allocated into four distinct groups. Respondents who
were employed (decently) during the 12 months prior to the intervention but were not employed
(decently) when they were interviewed in subsequent follow-up interviews are considered to
have lost employment. Participants who did not have a (decent) job at either time are referred
to as stayed unemployed. Those who did not have a (decent) job at the pre-intervention time but
did have one post-intervention are considered to have gained employment. Participants who had
a (decent) job at both times are referred to as stayed employed.'s

About two-thirds of participants stayed employed (63-74%) and about one-fifth gained employ-
ment when comparing respondents’ employment status at baseline with their status 3 to
9 months after the first interview. Considering the follow-up 16 to 24 months after the baseline
survey, the share of respondents who stayed employed was higher (69-82%) whereas the share
who gained employment reduced (10-16%), especially, among KAM beneficiaries. Only very few
participants stayed unemployed or even lost their employment and this share is reducing over
time in all three study groups.

Across groups, participants of the two KAM beneficiary groups had a higher rate of staying em-
ployed than control group participants within all three observed time periods. Further, KAM ben-
eficiaries had a higher rate of gaining employment 3 to 9 months after the baseline than control
group participants. However, when long-term changes are considered, the no intervention con-
trol group had a higher rate of gaining employment than both KAM beneficiary groups for the
times 10 to 15 months and 16 to 24 months after the baseline. When comparing the share of
participants who lost employment across groups and survey waves Figure 2.8.1 illustrates that
these shares were highest among control group participants at each follow-up. Interestingly, the
share of individuals who lost employment strongly reduced over time for KAM beneficiaries who

14 The survey question in the baseline was “How many jobs have you held in the last 12 months before
joining KAM?” for the treatment group and “How many jobs have you held in the last 12 months before
this interview?” for the control group.

15 The employment does not need to be in the same job.
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were trained and received a placement, whereas it slightly increased for KAM beneficiaries who

were only trained.

Figure 2.8.1
Change in employment status by study group

Change 3-9 months after baseline

Control |=8:3 13.1 16.0 62.6
Training only |4:48:3 18.3 73.9
Training and Placement 7.0 4.0 194 ‘ _ 69.6 ‘ ‘
0% 20% 40% 60% 80% 100%
Change 10-15 months after baseline
Control |=8:0=10:1 20.1 61.8
Training only [2:8:210.5 83.7
Training and Placemen 83 158 | 79.4 ‘ J
0% 20% 40% 60% 80% 100%
Change 16-24 months after baseline
Control |=7:2527.6 16.1 69.1
Training only |76:21:6°10:1 82.2
Training and Placemerit R#8:5~13.6- | 80.4 ‘ J
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Lost employment
Gained employment

Stayed unemployed
Stayed employed

Source: Own calculations based on KAM survey.

Focusing on decent employment in Figure 2.8.2 shows a positive picture, too. Among KAM ben-
eficiaries about 30% of those who only participated in the KAM training and slightly more than
40% who participated in the full KAM program found a paid work of at least 20 hours per week
that earns at least 6,209.93 KES per month after the baseline. Among control group participants,
the share who gained decent employment is much lower and varies between 9 and 15%.

Figure 2.8.2

Change in decent employment status by study group

Change 3-9 months after baseline
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Training only | =141 50.0 26.7 12.2
Training and Placément 57 ] ' ' 43.2 ' 7.0
0% 20% 40% 60% 80% 100%
Change 10-15 months after baseline
Control |50 79.0 11,2 4.8
Training only |==10:5 43.2 311 15.3
Training and Placémenit [=7:0 404 ; , 43.2 : 94
0% 20% 40% 60% 80% 100%
Change 16-24 months after baseline
Control |86 725 149 41
Training only |=10%1 42.6 31.0 16.3
Training and Placément |84 _ 372 ‘ 449 ‘ 9.8
0% 20% 40% 60% 80% 100%

Lost decent employment
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Source: Own calculations based on KAM survey.

The share of study participants who stayed decently employed varies between 7 and 10%
among participants of the full program, between 12 and 16% among the training only group, and

4 and 6% among the contr

ol group. Consequently, the share of participants who remained with-

out decent employment is noticeably smaller among participants of the full KAM program (37-
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44%) and the training only group (43-50%) and much larger among control group participants
(73-79%). A small share of participants lost their decent employment, and the share is highest
among KAM beneficiaries who received both program components (10-11%).

The change in participants’ mean monthly income in KES from all paid jobs is displayed in Fig-
ure 2.8.3. The graph compares participants’ mean monthly income at pre-intervention (collected
at baseline) with the income indicated in subsequent interviews, which took place 3 to 9 months,
10 to 15 months, and 16 to 24 months after the first interview. The left-hand side graph refers
to mean monthly income among all respondents (i.e., irrespective of being employed or unem-
ployed) and shows that while control group participants experienced only a slight but steady
increase in their incomes, KAM beneficiaries reported a strong increase which was especially
pronounced 10 to 15 months after the baseline. After 15 months, the income of KAM beneficiar-
ies somewhat reduced in comparison to the follow-up at 10 and up to 15 months but was still
noticeably higher than prior to the intervention. Comparing incomes reported at baseline with
incomes reported 16 to 24 months later, control group participants experienced an increase in
mean monthly income of 1,662 KES (=11,191 - 9,529), KAM beneficiaries who only participated
in the training experienced an increase of 8,985 KES (=22,161 - 13,176), and KAM beneficiaries
who participated in the training and received a placement through KAM experienced an increase
of 14,234 KES (=25,465 - 11,231).

The right-hand side of Figure 2.8.3 presents a similar picture for mean monthly income among
respondents who were employed at the time the respective interview. However, for control
group members, the improvement in incomes vanishes which suggests that the improvement in
incomes among all control group members stems from an increase in the employment rate ra-
ther than incomes among employed control participants.

Figure 2.8.3
Change in mean total income by study group

Change in mean total income Change in mean total income among employed

9,529 13,436
10,276 13,073
Control 10.725 Control 13,096
11,191 13,134
13,176 16,002
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22,161 24,024
11,231 13,769
Training and 17,642 Training and 19,826
Placement 31,277 Placement 32,870
25,465 27,075
10,600 20,600 30,600 6 10,600 20,600 30,600
KES KES
Baseline E1 (3-9 months)

E2 (10-15 months) E3 (16-24 months)

Source: Own calculations based on KAM survey.
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In order to understand how and why total income, particularly among employed participants,
changed from before to after the KAM program, it is important to understand how the average
hourly wage and the number of hours worked changed among employed participants. Fig-
ure 2.8.4 illustrates that hourly wages changed considerably, whereas the mean working hours
among employed changed only moderately and even reduced in some cases. Among employed
control group participants, mean hourly earnings changed from 89 to 99 KES on average 16 to
24 months after the baseline. For the same period KAM beneficiaries reported an increase of
31 KES if they participated only in the training and an increase of 48 KES if they additionally re-
ceived a placement by KAM. Regarding participants” working time no meaningful change among
control group participants can be observed. Among KAM beneficiaries who only received the
training, working hours increased 10 to 15 months after the baseline (+ 3 hours) but reduced
thereafter (-1 hour). In contrast, KAM beneficiaries who were trained and received a KAM intern-
ship reported a considerable reduction in working hours by seven hours 10 to 24 months after
the baseline. Consequently, the changes in mean incomes among employed pictured in Fig-
ure 2.8.3 are to a large extent due to changes in hourly wages.

Figure 2.8.4
Change in mean hourly earnings among employed by study group

Change in mean hourly earnings among employed Change in total hours worked per week among employed

89 48
Control 826 Control 2;
99 48
111 51
Training only 2 164 Training only 55?‘
142 50
110 58
Training and 94 Training and 56
Placement 179 Placement 51
158 51
50 100 150 200 0 10 20 30 40 50 60

Baseline
E2 (10-15 months)

E1 (3-9 months)
E3 (16-24 months)

Hours per week

Source: Own calculations based on KAM survey.

2.8.2 Participant-reported evaluation of KAM on current jobs

During the follow-up waves KAM beneficiaries were asked about their perception on how the
KAM program impacted their job search and about how the program affected their current em-
ployment situation. The results are summarized in Table 2.8.1. Whereas perceived impacts were
rather limited for participants’ job search, participants attribute a large effect of the KAM pro-
gram on their current employment situation. Especially, the skills developed during the program
were perceived as very helpful with respect to getting a job and improving performance in the
job. In addition, the E4D network in general was stated as useful by more than half of all KAM
beneficiaries. Further, 20% of all KAM beneficiaries indicated to be currently employed in the
company where they completed the internship. The perceived effectiveness of the KAM program
was lower among female participants as summarized in the two right-hand side columns of Ta-
ble 2.8.1.
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Table 2.8.1
Impact of KAM program on current jobs

Number of participants who indicated that ... Total % of Females % of fe-
base- male
line base-
partici- line
pants partici-

pants

... E4D network improved job performance 628 68.4 101 63.1

... EAD network helped to get a job 513 55.9 82 51.3

... skills developed in E4D program improved job performance = 738 80.4 117 73.1

... skills developed in E4D program helped to get a job 772 84.1 123 76.9

... work readiness training helped to get a job 690 75.2 104 65.0

... practical job training helped to get a job 561 61.1 87 54.4

... they are employed in the placement company 189 20.6 41 25.6

Notes: Refers to any job indicated in any of the three follow-up waves. - Source: Own calcula-
tions based on KAM survey.

2.9 Estimated program effects on labor market outcomes

This section shows the results of the estimated program effects on labor market outcomes
based on the estimation methods discussed in section 2.3.1. Specifically, it presents the esti-
mated impact of having participated in both the KAM training and a KAM organized company
placement in comparison to (i) control group participants who did not receive any KAM benefits
and (ii) participants who only participated in the KAM training but did not receive a KAM place-
ment. The results are based on observations from study participants of all observed TVET facili-
ties.

The figures in section 2.9 show the estimated treatment effects of the KAM training and place-
ment program impact, also referred to as coefficients or point estimates, as well as their respec-
tive 95% confidence interval. Confidence intervals indicate a range of values in which the true
parameter, i.e., the true program effect, lies with a probability of 95% and can be understood as
a measure of precision of the estimated treatment effects. The smaller the confidence interval
the better we can pin down the size of the treatment effect. If a confidence interval does not
include zero, the estimated treatment effect is said to be significantly different from zero. In such
a case the estimated effect is considered to have a significant positive or negative effect (de-
pending on the direction of the effect) on the respective outcome.

All presented employment measures are categorical indicators which only have two categories
or levels. Therefore, treatment effect estimations on employment outcomes can be interpreted
as percentage point changes in the respective outcome. For example, a coefficient of 0.1 for the
indicator of employment status would be interpreted as a 10-percentage point increase in the
employment rate due to the KAM program.
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Income and wage indicators, which were measured in KES, were logarithmized using the natural
logarithm (referred to as Ln(indicator) in the following figures). Using logarithms of income and
wage variables has the advantage that the estimated effects can be expressed as percent
changes and hence can be compared across contexts and different currencies. An estimated ef-
fect of 0.1 would then indicate a 10% increase, for example in monthly total income, due to the
KAM program.1e

Working hours are measured on a continues scale in hours per week. Treatment effect estima-
tions on working hours can be interpreted in hours. A coefficient of 0.1 would, for example, be
interpreted as an increase in working hours of 0.1 hours per week, i.e., 6 minutes, due to the
KAM program.

2.9.1 Program impact on employment status

Figure 2.9.1 presents the estimated treatment effects of the KAM training and placement on
(i) having paid work (employment status), (ii) having a decent employment, (iii) being self-em-
ployed, (iv) having a formal employment, and (v) having a fulltime employment for the sample
of all TVETs over the different follow-up waves. For each employment indicator the graph shows
the estimated impact according to RQ#1, i.e., training and placement vs. control, and RQ#2, i.e.,
training and placement vs. training only.

In comparison to the no intervention control group, participation in the KAM training and in-
ternship placement significantly increased participants’ probability to be employed 10 to
24 months after the baseline survey (Endline 2 and Endline 3). For the time shortly after the base-
line survey, i.e., 3 to 9 months after (Endline 1), no significant effect can be observed yet. The
average program impact on participants’ probability of having paid work is 7.3 percentage points
compared to the control group 16 to 24 months after the baseline (E3). Further, the KAM pro-
gram had immediate and lasting positive impacts on participants’ probability of having a decent
as well as formal employment compared to the control group. KAM beneficiaries who received
the training and the placement showed a 25.0 and 20.4 percentage points higher probability of
having a decent and formal employment 16 to 24 months after baseline, respectively. A signifi-
cant positive impact on fulltime employment can only be observed for the time of three up to
15 months after the baseline but fades out thereafter.

In comparison to the KAM training only group, the additional effect of the KAM internship place-
ment is small and often close to zero. Only during the first follow-up, 3 to 9 months after baseline,
there are significant impacts on decent and formal employment of on average 12.7 and 10.3 per-
centage points, respectively. These effects cease to exist at later follow-ups.

16 For models with a logged outcome variable and a dummy explanatory variable, estimates cannot be
directly interpreted as percentage changes (although they are still a close approximation for values
smaller than 0.3). The correct interpretation in percentage changes is given by the following conversion:
(ec°¢f — 1) * 100 = program ef fect.
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Figure 2.9.1
Estimated effects on employment indicator

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
Employment status i i i
Training and placement vs. control : : :I—°—|
Training and placement vs. Training only t ] gl
| | |
Decent employment : : :
Training and placement vs. control - | | | ——
Training and placement vs. Training only : : I:—°—|
| | |
Self-employment | | |
Training and placement vs. control : : I—:°—|
Training and placement vs. Training only : : |—~J|—|
Formal employment : : :
Training and placement vs. control - I I I ——
Training and placement vs. Training only I ! |—.:—|
| | |
Fulltime employment : : :
Training and placement vs. control - | | f——
Training and placement vs. Training only : : I+'—|
2 0 2 4 -2 0 2 4 -2 0 2 4

Notes: “Training and placement” refers to treatment group which received the skills training
plus placement. “Training only” refers to the control group which received only the skills train-
ing. “Control” refers to the control group which did not receive any KAM benefits. - Source: Own
calculations based on KAM survey.

Overall, the results of Figure 2.9.1 suggest that the KAM program had a positive and lasting
impact on employment outcomes of participants who participated in both program components
and that the additional impact of a KAM-sought internship is rather limited. A discussion of the
implication of these results and their robustness to alternative estimation methods will be dis-
cussed in sections 2.9.3 and 2.12.

2.9.2 Program impact on income

The effect estimates on (i) total income earned from all jobs among all respondents, (ii) total
income earned from all jobs among employed respondents, (iii) and the average hourly wage
from all jobs among employed respondents are displayed in Figure 2.9.2. As before, for each
employment indicator the graph shows two effect estimations in alignment with RQ#1 and RQ#2.

Figure 2.9.2 shows a very similar picture as for participants’ employment status. The KAM pro-
gram had a positive and lasting impact on income and wages for KAM beneficiaries who partici-
pated in both components compared to the no intervention control group. Participation in the
full KAM program increased income among employed participants by 52.8% on average 16 to
24 months after baseline, compared to study participants who did not receive any KAM benefits.
In contrast, we do not detect any additional impact of the KAM-sought internship compared to
only participating in the KAM training.
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Figure 2.9.2
Estimated effects on income and wages

E1(3-9 months) E2 (10-15 months) E3 (16-24 months)
Ln{Monthly total income) : : }
| I \
Training and placement vs. control-| : : } i
| | |
Training and placement vs, Training only1 t | ——
| | |
| | |
| | |
Ln{Monthly total income), among employed : : ;
| I \
Training and placement vs. control | I |
| | |
Training and placement vs. Training onlyq : : »}—-—|
| | |
| | |
Ln{Hourly wage), among employed : : }
| | |
Training and placement vs. control- : : } =
| | |
Training and placement vs. Training only | f Hel
T ! T T T l T T T 1‘ T T
-1 0 1 2 -1 0 1 2 -1 0 1 2

Notes: The coefficient for In(monthly total income) among employed study participants on
“Training and placement vs. control” for Endline 3 translates to an income increase of
(exp(0.528)-1)*100 = 69.55%. - Source: Own calculations based on KAM survey.

Figure 2.9.3 presents the estimated KAM program effects on working hours among employed
respondents. The treatment effects are small for both comparisons and the confidence intervals
include zero. Although the KAM program did not significantly affect the weekly working hours of
those that were employed at the time of the survey, the positive coefficients indicate that the
positive effect on monthly incomes might be the results of both, increased working hours and
increased hourly wages.

Figure 2.9.3
Estimated effects on weekly working hours among employed
E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
| | |
| | |
| | |
Hours worked (weekly) } } }
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
Training and placement vs. control 4 i i e
| | |
| | |
| | |
| | |
| | |
| | |
| | |
Training and placement vs. Training only 4 i i L I —
| | |
| | |
| | |
| | |
T T T T T T T T T T T T
5 0 5 10 -5 0 5 10 -5 0 5 10

Source: Own calculations based on KAM survey.
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293 Program impact on job search

Figure 2.9.4 shows the estimated impacts on job search indicators, such as whether participants
had (i) any interview?’, (ii) a job interview, (iii) a job interview for a formal employment, or (iv) a
job interview for a fulltime employment. Moreover, the number of interviews in general and job
interviews in particular is assessed. All questions referred to interviews conducted since partici-
pants started the KAM program for the treatment group and since the baseline survey for the
control group. Hence, interviews conducted in the course of the KAM internship itself are not
covered.

The positive coefficients of the analysis comparing the training and placement group with the
control group indicate that full KAM program participation significantly increased participants’
probability in having had any form of an interview, a job interview, a formal job interview, and/or
a fulltime job interview compared to not having received any KAM benefits. In comparison to the
control group, KAM beneficiaries of the full program showed an 18 percentage points higher
probability of having had an interview for a fulltime job 16 to 24 months after the baseline. The
KAM program also significantly increased the number of (job) interviews for those who partici-
pated in the training and received an internship by 0.31 (0.29) in the third follow-up. We do not
observe any additional impact of having received a KAM placement compared to the training-
only group. The coefficients are small in magnitude and their confidence intervals always include
zero.

Figure 2.9.4
Estimated effects on job search
E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
Any interview, yes/no | | |
Training and placement vs. control I I | ——
Training and placement vs. Training only § } } |—§—~—|
Job interview, yes/no } } }
Training and placement vs. control - | | |
Training and placement vs. Training only ; ; '—:—0—4
Formal job interview, yes/no | | |
Training and placement vs. control } } } ——
Training and placement vs. Training only - I I ——
| | |
Fulltime job interview, yes/no | | |
Training and placement vs. control I I | ——
Training and placement vs. Training only - ; } l—‘—o—i‘
Number of interviews } } }
Training and placement vs. control | | | "
Training and placement vs. Training only ; ; H‘—o—d
Number of job interviews I I I
Training and placement vs. control } } } | a——
Training and placement vs. Training only 4 I I —
T T T T T T T T T T T T
-2 0 2 4 2 0 2 A4 2 0 2 4

Source: Own calculations based on KAM survey.

The strongly positive results of Figure 2.9.1 suggest that the previously found positive impact of
participation in the full KAM program might have occurred thanks to beneficiaries’ improved
performance when searching for jobs after having participated in the KAM training. The job ba-
zaar, which took place at the last training day and at which trainees could connect with

17 The survey question was “Have you had any job/internship interviews since you started the SOGA pro-
gram on [date}?” for the treatment and “Have you had any job/internship interviews since we last in-
terviewed you on [date]?” for the control group.
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companies, might have substantially improved chances for job interviews even for those train-
ees’ who only participated in the KAM training and were not subsequently placed in an internship
by KAM.

294 Robustness checks

The results presented in section 2.9.1 to 2.9.3 suggest that the KAM training and placement
program had a significant and positive impact on employment and labor market outcomes for
those who received the full KAM program and compared to study participants who did not par-
ticipate in the KAM program at all.

In order to alleviate potential concerns about the comparability of treatment and control group
participants with respect to obtained vocational education and, thus, labor market prospects,
the estimations in sections 2.9.1, 2.9.2, and 2.9.3 controlled for the different TVET courses in
which participants were enrolled in. To further test the robustness of the results, the analyses in
sections 2.9.1 to 2.9.3 were repeated in Appendix Al.2 using alternative treatment and control
group compositions. In one robustness check, control group participants who were enrolled in a
CBET program rather than the traditional TVET program were excluded from the analysis.18 In a
second robustness check, the sample was restricted to study participants of mixed vocational
training institutes and control group participants who were enrolled in CBET were also excluded.
Consequently, in the second robustness check, participants from TVET facilities that were exclu-
sively visited by KAM beneficiaries or exclusively visited by control group participants were ex-
cluded.

Figures A1.2.1, A1.2.3, and A1.2.6 in Appendix Al.2 present the results for the first robustness
check, which excludes CBET students and graduates from the sample of control schools. Note,
that there are no CBET students at treatment schools. As this change in the sample only regards
the control group composition, the analysis focuses on the comparison of the KAM training and
placement group and the no intervention control group.® Dropping CBET control group partici-
pants from the sample drastically reduces the number of observations in the control group (Fig-
ures A1.1.2 and A1.1.3). For the third follow-up wave conducted 16 to 24 months after the base-
line only two observations remain. Hence, the robustness checks for RQ#1 (training and place-
ment vs. control) is based on follow-up waves one and two only. The estimated treatment effects
on employment, income and job search outcomes using this smaller control group sample are
similar to those presented in sections 2.9.1 to 2.9.3.2 The effects on total income (among all
participants and among employed participants only) and on hourly earnings among employed
start to materialize only ten months after the first interview, i.e., the effects are not significant

18 The Competency Based Education and Training program CBET is an alternative mode of training, which
was implemented in some Kenyan TVET institutions in recent years. It shall address concerns that the
previous Kenyan TVET system was largely based on theoretical training which gave less attention to the
assessment of competences as required in the workplace. The new CBET program aims to improve the
quality of training by adapting an industry and business demand-led model and establishing approved
and industry-validated occupational standards for all vocational jobs and trades.

19 Estimation results of RQ#2 are not based on control group participant and therefore remain unaffected
when changing the sample of study participants who did not receive any KAM benefits. Hence, the
graphs only show the estimation coefficients for RQ#1.

20 For the time 10 up to 15 months after the baseline we still observe a significant increase in the proba-
bility of having a decent, formal, as well as fulltime employment among KAM beneficiaries who received
both program components compared to study participants who did not receive any KAM benefits (22.0,
26.2, and 11.2 percentage points, respectively).
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in the short term 3 to 9 months after the baseline. For job search outcomes, the positive impact
remains almost unchanged 3 to 15 months after the baseline.

Figures A1.2.2, A1.2.4, and A1.2.7 in Appendix Al.2 present the results for the second robust-
ness check. When the estimation sample is restricted to mixed TVETs and excludes CBET control
group participants, the estimated effect sizes remain similar for most outcomes to those in sec-
tion 2.9.1 to 2.9.3 for RQ#1 but are mostly insignificant. The loss of precision and, thus, signifi-
cance, is likely due to the reduction in sample size. For participants’ employment status, only the
effect for formal employment remains significant for the time of 10 to 15 months after baseline.
KAM beneficiaries who participated in the full program are more likely than the control group to
have a fulltime employment 3 to 9 months after the baseline, but this effect vanishes for the
second follow-up survey. For income, there are no significant short-term impacts 3 to 9 months
after baseline. However, 10 to 15 months after the baseline, total income among employed par-
ticipants was significantly higher in the KAM training and placement group compared to the con-
trol group. 2 The hourly earnings among employed as well as the total income among all partici-
pants were only slightly higher among KAM program participants compared to the control group
and the difference is found to be insignificant. The effects on job search vanish 10 months after
the baseline.

Concerning the estimation results of RQ#2, the restriction to mixed TVETs does not change the
overall null-effect of having received an internship sought by KAM in addition to the KAM train-
ing. Only for the time of 16 to 24 months after the baseline survey a significant increase in the
probability of decent employment (16.9 percentage points) can be observed.

Figure A1.2.5 displays the estimated treatment effects on working hours among employed par-
ticipants for the two alternative sample compositions. The results continue to not show any sig-
nificant impact on working hours for both research questions.

2.10 Program impact for sub-groups of study participants

The results presented in section 2.9 refer to the average treatment effects for the whole study
population (or those in mixed TVET facilities only). However, the treatment effects for specific
sub-populations may differ from those of the whole study population. Therefore, this section
estimates the impact of the KAM training and placement program for sub-samples of participants
with specific background characteristics. The considered background characteristics are:

1. Respondents' sex: female versus male,
2. Respondents' age: less than 25 years versus 25 years and older at baseline,
3. Respondents' prior work experience: had sustained work experience, defined as hav-

ing worked six months in one job, prior to the intervention versus no previous sus-
tained experience.

The sub-samples are constructed from the total sample of all TVETs, including control group
participants from CBET programs. Otherwise, the sub-sample sizes would be too small. For each
of the main outcome variables, two separate estimations were conducted: one for the sub-pop-
ulation fulfilling the respective characteristic and one for the sub-population not fulfilling it.

21 For the time 10 to 15 months after the baseline, having participated in the full KAM program increased
the income among employed participants by 58.5% on average and compared to study participants
who did not receive any KAM benefits.
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A potential heterogeneity in the treatment effects can be assessed by comparing the estimated
treatment effects of the respective sub-populations.

The figures presented in this section only include the estimated treatment effects on employ-
ment indicators. The results for incomes, wages, and working hours are presented in Appendix
Al.3.

2.10.1 Program effect heterogeneity by respondents’ gender

The results of the sub-sample analysis with respect to gender are displayed in Figure 2.10.1.
Results displayed in darker colour refer to the sub-sample of respondents who are male, whereas
the results in lighter colour refer to the sub-sample of female respondents. Since the study sam-
ple covers much fewer women (N=291) than men (N=1,821), the results for the female sub-sam-
ple are estimated with much lower precision than those of the male sub-sample resulting in much
broader confidence intervals for estimates in the female sub-sample.

Figure 2.10.1 shows that in comparison to male control group members, male KAM beneficiar-
ies experienced an immediate and persisting positive impact on employment status and the
probability of having a decent, formal, and/or fulltime job (RQ#1). In contrast, the program im-
pact on women tends to be negative in the short-term and only materializes after 16 months, if
at all. Compared to the control group, a positive and significant impact of the KAM program on
females’ probability of decent, formal, and/or fulltime employment can be detected 16 to
24 months after baseline. Although these long-term effects are of much larger size than for men,
ranging between an increased probability of 50 and 65 percentage points, they are less precisely
estimated. With regards to RQ#2, the effect on employment status and the probability of fulltime
employment is negative for female KAM beneficiaries who received a KAM placement in com-
parison to women of the training-only group.

Figure 2.10.1
Estimated treatment effects on employment indicators, by gender

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
T

Employment status
Training and placement vs. control, male -
Training and placement vs. Training only, male |
Training and placement vs. control, female |
Training and placement vs. Training only, female

Decent employment
Training and placement vs. control, male -
Training and placement vs. Training only, male -
Training and placement vs. control, female |
Training and placement vs. Training only, female -

Self-employment
Training and placement vs. control, male -
Training and placement vs. Training only, male -
Training and placement vs. control, female |
Training and placement vs. Training only, female -
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Source: Own calculations based on KAM survey.

Appendix Al.3 presents the program effects by respondent’s gender on income, wages, work-
ing hours, and job search and reveals a very similar picture: Most of the positive impacts are only
found for the male sub-sample. Among females a positive effect of the full KAM program can
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only be observed for monthly income among employed and only for the time 16 to 24 months
after the baseline (RQ#1). Comparing female KAM beneficiaries who received the full program
with female beneficiaries who only received the training, the treatment effect on total income is
significantly negative in the first follow-up (RQ#2). Also, the persisting positive impacts on job
search indicators in the setting of RQ#1 can exclusively be observed for male KAM beneficiaries.
However, female participants of the full KAM program significantly increased their working hours
10 months after the baseline in comparison to female control group participants, whereas there
is no effect on working hours for males.

2.10.2 Program effect heterogeneity by respondents’ age

Figure 2.10.2 presents KAM program effects on employment indicators in (i) a sub-sample of
respondents who are younger than 25 years old in darker color and (ii) a sub-sample of respond-
ents who are 25 years or older in lighter color. Although, the coefficients vary in size and, some-
times, even in their direction, the overall pattern of effect sizes is similar across the two sub-
samples.

In both sub-samples, the effect of the full KAM program is significantly positive for decent, for-
mal, and fulltime employment in comparison to the no intervention control group. The effect of
the full KAM program in comparison to the KAM training only is insignificant for all observed
indicators.

Figure 2.10.2
Estimated treatment effects on employment indicators, by age group

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
Employment status \
Training and placement vs. control, below 25 +

Training and placement vs. Training only, below 25 -
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Training and placement vs. Training only, 25 and older
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Training and placement vs. Training only, below 25 -
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Training and placement vs. Training only, 25 and older

Self-employment

Training and placement vs. control, below 25 |

Training and placement vs. Training only, below 25 -
Training and placement vs. control, 25 and older |
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Source: Own calculations based on KAM survey.

Appendix Al.3 presents the program effects by respondents’ age group on income, wages,
working hours, and job search. For income and wages the coefficients are very similar across
younger and older participants who are employed at the time of the interview. However, for
total monthly income irrespective of the employment status, the results in Appendix Al.3 sug-
gest that the KAM program impact starts to materialize later for older participants in comparison
to the no intervention control group. For participants’ weekly working hours, we do not detect
any significant impact neither for the younger nor for the older subsample and effect sizes are
almost identical across the samples. In comparisons of KAM training and placement beneficiaries
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with KAM training beneficiaries only, the effects on job search are larger for older participants,
especially 16 to 24 months after the baseline. The comparison of KAM beneficiaries who partici-
pated in the full KAM program with beneficiaries who only received the training suggests a neg-
ative but insignificant impact of the KAM internship for older beneficiaries in the short-term
which vanishes 10 months after the baseline survey.

2.10.3 Program effect heterogeneity by respondents’ work experience

Figure 2.10.3 presents the KAM program impact on employment in (i) a sub-sample of respond-
ents who had sustained work experience at baseline in darker colors and (ii) a subsample of re-
spondents who did not have sustained work experience in lighter colors. Prior sustained work
experience is defined as having worked six months in one job prior to the intervention. Since
most KAM beneficiaries (84%) did not have sustained work experience prior to the program start,
the results for the experienced sub-sample are estimated with much lower precision than those
of the no-experience sub-sample resulting in much broader confidence intervals for estimates in
the sub-sample of experienced participants.

Most of the confidence intervals displayed in Figure 2.10.3 include zero for participants with
experience, suggesting no impact for both research questions. In contrast, the effect of the full
KAM program in comparison to the control group is large and persistent for KAM beneficiaries
without prior work experience. The estimated effect for decent and formal employment even
suggests a significant positive impact of additionally receiving an internship placement through
KAM 3 to 9 months after the baseline for KAM participants without experience.

Figure 2.10.3
Estimated treatment effects on employment indicators, by experience

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
T T

-

Employment status
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience

Decent employment
Training and placement vs. control, experience -
Training and placement vs. Training only, experience |
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience -|

Self-employment
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience -|

Formal employment
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience

Fulltime employment
Training and placement vs. control, experience -
Training and placement vs. Training only, experience |
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience |
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Source: Own calculations based on KAM survey.

Appendix Al.3 displays the program effects by respondents’ prior work experience on income,
wages, working hours, and job search and reveals a very similar conclusion as Figure 2.10.3. The
positive program impact on participants income can almost solely be observed among partici-
pants without prior experience. For job search indicators, the positive impact of participation in
the full KAM program is persistent over all follow-up waves among participants without experi-
ences but vanishes after 10 months for those who already had sustained work experience. With
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respect to working hours, there is no significant impact in any of the sub-samples but again the
results suggests that the effects might differ across samples, especially in the short run: 3 to
9 months after the baseline survey the estimated coefficient is positive for participants with ex-
perience, indicating an increase in working hours, whereas it is negative for those without prior
experience, indicating a decrease in weekly working hours.

2.11 Program impact on secondary outcomes

Besides employment, earnings, and job search, the KAM program may have affected partici-
pants’ lives in several other ways. This section examines whether participation in the KAM pro-
gram influenced participants’ (i) aspirations with respect to future education and labor market
outcomes, (ii) household and living conditions, as well as (iii) banking and savings behavior. All
subsequent results are based on estimations including observations from study participants of
all TVETSs.

2.11.1 Employment and earnings aspirations

Figure 2.11.1 shows the estimated KAM program impact on respondents’ aspirations regarding
(i) the wish or plan to go back to school, (ii) whether they aspire salaried or self-employed em-
ployment in the short- and long-term, as well as (iii) their salary expectations for the short- and
long-term.

While KAM beneficiaries had a significantly higher desire to return to school immediately after
the baseline this reversed in subsequent follow-up waves for which we observe that KAM bene-
ficiaries of the full program were significantly less likely to desire to return to school than the
control group. With respect to the aspired type of employment, we observed a similar reversion
in the effect over time. For the time 3 to 15 months after the baseline, KAM beneficiaries were
significantly more likely to aspire a salaried position than control group participants.

Figure 2.11.1
Estimated treatment effects on participants' aspirations
E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
Want to go back to school | | |
Training and placement vs. control - } } I—H}
Training and placement vs. Training only ; ; H‘H
Type of employment, short-term } } }
Training and placement vs. control - } } I—*—:—i
Training and placement vs. Training only ‘ I —r—
| | |
Type of employment, long-term } } }
Training and placement vs. control § | | ——
Training and placement vs. Training only ; ; l—‘h—i
| | |
Ln(Salary, short term) | | |
Training and placement vs. control } } } ——
Training and placement vs. Training only i i —t—
| | |
Ln(Salary, long term) } } }
Training and placement vs. control I I I "
Training and placement vs. Training only l l }—o—i
T T T T T T T T T T T T
-2 0 2 4 -2 0 2 4 -2 0 2 4

Source: Own calculations based on KAM survey.
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However, the effect reversed 16 to 24 months after the baseline, when KAM beneficiaries were
more likely to aspire a self-employed position, though, this effect is not significant. With respect
to salary aspirations in the short- and long-term, participants of the full KAM program had signif-
icantly higher aspirations for their future salary than control group participants. For comparisons
of KAM training and placement beneficiaries with KAM training only beneficiaries (RQ#2) there
are no significant differences in participants’ aspirations for their future education and labor mar-
ket outcomes.

2.11.2 Family structure

Figure 2.11.2 displays the effect estimates on participants’ family structure. We do not detect
any impact of the KAM program on participants’ marital status nor on having children or depend-
ents. However, Figure 2.11.2 results suggest that participation in the KAM training and place-
ment program significantly reduced participants’ probability to depend on the household head
10 to 24 months after the baseline in comparison to control group participants. For KAM training
and placement beneficiaries in comparison to KAM training only beneficiaries, the effect on de-
pendency on the household head is also negative but insignificant.

Figure 2.11.2
Estimated treatment effects on family structure

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
Ever married | | |
Training and placement vs. control - | 4 ——
Training and placement vs. Training only ; ; I—J‘—|
Have children } } }
Training and placement vs. control I I ——
Training and placement vs. Training only - ‘ ‘ I—o—:—i
Number of children I I I
Training and placement vs. control - ; ; I—“o—i
Training and placement vs. Training only - ! i ——T
| | |
Have dependants | | |
Training and placement vs. control - / | H——
Training and placement vs. Training only ; ; }I—~—|
Number of dependants } } }
Training and placement vs. control - I I e
Training and placement vs. Training only | e
| | |
Depending on the household head I I I
Training and placement vs. control - ; } —— }
Training and placement vs. Training only I I —
T T T T T T T T T T T T
-2 0 2 A4 2 0 2 4 2 0 2 4

Source: Own calculations based on KAM survey.

2.11.3 Banking and savings

The estimated program impact on participants’ banking and savings behaviour is presented in
Figure 2.11.3 The KAM program had a positive and lasting impact on beneficiaries’ probability of
having a bank account. Remarkably this effect is not only significant when comparing beneficiar-
ies of the full KAM program to control participants but also when comparing them to the training
only group, suggesting an important additional impact of participating in a KAM internship place-
ment. While there seems to be no program effect on beneficiaries’ savings behaviour 10 to
24 months after the baseline, having participated in the KAM training and placement program
significantly reduced beneficiaries’ share of outstanding loans compared to the control group.

75



Figure 2.11.3

Estimated treatment effects on banking and savings behaviour

E1 (3-9 months)

E2 (10-15 months)

E3 (16-24 months)

Bank account, yes/no | | |
Training and placement vs. control - I I | F——i
Training and placement vs. Training only - } ; }l—o—i
Savings, yes/no } } }
Training and placement vs. control 0 I ——
Training and placement vs. Training only - ; ; l‘—~—|
Save regularly, yes/no I I I
Training and placement vs. control - ; ; |—~—?—|
Training and placement vs. Training only - I I —
| | |
Received loan, yes/no | | |
Training and placement vs. control - I } ——
Training and placement vs. Training only - ; ; |—“—o—|
Share of outstanding loans } } }
Training and placement vs. control 1 I | —
Training and placement vs. Training only - | | —
| | |
Provided loan, yes/no I I I
Training and placement vs. control - } ; |—~J‘—|
Training and placement vs. Training only I I —
T T T T T T T T T T T T
-4 -2 0 2 -4 -2 0 2 -4 -2 0 2

Source: Own calculations based on KAM survey.

2.12 Summary and discussion

This study aimed at assessing the impact of the KAM program on employment and labor market
outcomes among vocational training graduates in Kenia. The KAM program consisted of a two-
to-three-days training in work readiness and a subset of trained beneficiaries were matched into
internships at KAM member companies. This impact evaluation focuses on the effectiveness of
receiving both program components as a measure to overcome the so-called skills gap, which is
considered a major challenge for youths in Eastern Africa and refers to the lack of practical ex-
perience of vocational training graduates and related difficulties in the school-to-work transition.

KAM beneficiaries had graduated from their respective vocational training institute during the
past 5 years and control group participants also already completed or were about to graduate
from their TVET facility at the time of the baseline survey. Study participants were interviewed
four (KAM beneficiaries) or three (control group) times over a period of up to two years. The
surveys collected information about the participants’ current and retrospective employment sta-
tus, earnings, and sociodemographic background characteristics.

Two research questions were studied. The first research question examined the gains for voca-
tional training graduates from participating in the KAM training and internship placement orga-
nized by KAM (RQ#1). The second research question addressed whether vocational training grad-
uates benefitted from any additional gains if they received an internship placement organized by
KAM in addition to participation in the KAM training alone (RQ#2). The impact of the KAM pro-
gram was measured for job search, employment and income indicators and their heterogeneity
with respect to gender, age, and prior sustained work experience. In addition, participants’ em-
ployment aspirations, family structure, as well as banking and savings behavior have been as-
sessed.

Overall, the main results suggest that the KAM program improved the employment situation of
its beneficiaries in several dimensions. With regards to RQ#1 the analysis shows that vocational
training graduates who participated in the KAM training and internship placement experienced
a noticeable improvement in their labor market outcomes. Particularly striking are the large
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effects of 25.0 and 20.4 percentage points in decent and formal employment which were sus-
tained until 24 months after the baseline survey. Also, the effect sizes on fulltime employment
were positive and large, however, not significantly so anymore 24 months after the baseline sur-
vey. Additionally, treated participants significantly improved their incomes by 52.8% and these
improvements were also sustained until 24 months after the baseline survey. While working
hours increased only by a few hours per months and not significantly so, the improvement in
incomes was driven by a higher pay per hour worked, which significantly and sustainably in-
creased by 37.2% until 24 months after the baseline survey. These effect sizes are remarkable.
In a recent meta-study, Kluve et al. (2019) systematically reviewed and compared 113 impact
evaluations of youth employment interventions worldwide. The estimated program effects of
the KAM program are comparable to the standardized average effect sizes found in Kluve et al.
(2019) of 0.04 standard deviations in income and 0.03 standard deviations in hourly wages. The
standardized effect sizes for participants' employment probability are smaller in magnitude
(0.02 standard deviations) than those found in Kluve et al. (2019) (0.06 standard deviations).22
The results of the KAM program evaluation provide additional evidence for the positive impact
of youth employment interventions in low-income countries and contrasts to rather sobering
results of programs in developed countries (e.g., Card et al. 2017). Further, Kluve et al. (2019)
and Card et al. (2017) suggest that the impact of youth employment interventions increases in
the long-term. However, the KAM program effects are present already 3 to 9 months after the
baseline survey and do not increase throughout the considered time periods.

In addition to employment and income, the KAM training and placement program also signifi-
cantly improved the probability for an interview for a formal job by 19.0 percentage points and
for a full-time job by 18.0 percentage points sustainably until 24 months after the baseline sur-
vey. Further, the program significantly and sustainably reduced participants’ financial depend-
ency on the household head by 18.3 percentage points and increased the probability of having a
bank account by 9.9 percentage points. The effect on bank accounts is remarkable given the im-
portance of the banking sector on growth and behaviour and the attention that the concept of
“banking the unbanked” received in the recent policy and academic debate with respect to fi-
nancial inclusion, reduction of transaction costs, and more efficient payment of government
transfers (e.g., Barajas et al. 2020, Dupas et al. 2018, Grohmann, Kliihs, and Menkhoff 2018, and
Demirguc-Kunt et al. 2017).

Generally, the effect sizes on employment and income tend to be larger for participants without
prior work experience, although the coefficients of the two subsamples with and without expe-
rience do not differ from each other significantly. By gender, the effects for decent, formal, and
full-time employment are particularly large for women 16 to 24 months after the baseline survey,
although the effect sizes for women are smaller than those for men at earlier follow-up periods.
However, given the small sample sizes, we cannot statistically differentiate the treatment effects
of men and women (i.e., the effects by gender do not statistically differ from each other). One
disadvantage of the heterogeneity analysis is that the sample is split into smaller sub-samples
which, due to the smaller sample sizes, have less statistical power to detect effect sizes. The

22 To summarize individual study results and to allow for a comparison of treatment effects across out-
comes and studies, Kluve et al. (2019) used standardized mean difference (SMD). The SMD is defined as
the ratio of the estimated treatment effect for a specific outcome relative to the outcome’s standard
deviation within the study sample. In order to compare the effects of the KAM program to those in-
cluded in the meta-study, the same approach was applied to the treatment effects estimated within
this evaluation.
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subsamples of women and experienced participants are particularly small and, therefore, the
effect sizes of these groups are imprecisely measured and insignificant.

While these results are promising, not all effect estimations were robust to excluding CBET
graduated from the control group observations. Overall, the effects remain significant and of
similar magnitude for the time 10 to 15 months after the baseline survey but previously found
effects in the longer term until 24 months after the baseline survey now turn insignificant. When
additionally restricting the sample to treatment and control group observations that attended
the same TVET institutions most effects cease to exist. The only results that remain significant
are short term effects (3-9 months) on participants’ job search outcomes and their probability of
having a fulltime employment as well as having a formal employment for the time 10 to 15 after
the baseline survey.

Concerning RQ#2, the estimation results suggest that the impact of receiving an internship
placement in addition to participating in the KAM training alone is small and insignificant. Alt-
hough, there were significantly positive effects of 12.7 and 10.3 percentage points on decent and
formal employment in the short term, i.e., 3 to 9 months after the baseline survey, the effects
did not sustain in the longer term until 24 months after the baseline survey. The heterogeneity
analysis suggests that the short-term effects on decent and formal employment were driven by
participants without prior work experience. Except for these short-term impacts on decent and
formal employment, there were no significant effects of the KAM internship placement in addi-
tion to the training on other employment and income outcomes. Similarly, there were no effects
on job search outcomes, such as the probability or number of job interviews. However, 16 to
24 months after the baseline survey, KAM beneficiaries were significantly more likely to have
dependents and a bank account by 9.6 and 5.9 percentage points, respectively. These findings
are in line with Card et al. (2017) whose meta-analysis focused on the effect of active labor mar-
ket programs on participants’ employment probability and took into account different types of
programs. Their meta-analysis shows that the effects of job search assistance programs are
smaller in magnitude in comparison of training programs of unspecified length.

The heterogeneity analysis of RQ#2 further shows that KAM’s placement component had sig-
nificant negative short-term impacts on women’s general employment status (i.e., not decent or
formal employment), fulltime employment, and total monthly income 3 to 9 months after the
baseline survey. However, these negative effects cease to exist at later follow-up periods. One
potential explanation for the adverse short-term effects could be that the KAM sought internship
placements were less suited for female than for male participants. However, a battery of alter-
native explanations, specifically with respect to gender roles and norms, could explain the ad-
verse short-term effects for women.

Jointly, the results of RQ#1 and RQ#2 imply that the training component of the KAM program
was more effective in improving labor market outcomes than the labor market attachment com-
ponent. One potential mechanism could be the change in job search outcomes. While the overall
KAM training and placement program increased the probability and number of job interviews,
the placement alone did not affect job search outcomes in addition to the effects of the KAM
training. An important design aspect of the KAM training might have been the job bazaar, which
took place at the last training day and at which trainees could meet with company representa-
tives and human resources staff. This feature of the KAM training might have improved the train-
ees' chances for job interviews. Individuals who did not receive a company placement directly
arranged by KAM were not considered as trained and placed but as trained only. However, of the
trained only group 20% of the participants completed an internship placement and in addition
some directly acquired employment. Unfortunately, these internship and job placements are
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coded as self-sought and it cannot be identified whether some of the placements of trained only
participants were actually facilitated through the KAM training and the included job bazaars.

Another interesting result is that the treatment effects were more pronounced among partici-
pants without prior work experience. For unexperienced participants the KAM program might
have had more leverage in bridging the skills gap and linking participants to employers, in partic-
ular through the job bazaar, than for participants with work experience who have better net-
works and practical skills already.

The central limitation of the study is that it cannot be ensured that the applied estimation meth-
ods address all differences between the treatment and control group that confound and, thus,
bias the impact estimation. For example, there is limited information available about the educa-
tional attainment of participants and the timing of the surveys of the treatment and control
group. However, the educational attainment and the timing of the surveys constitute important
dimensions along which treatment and control groups should be comparable for our effect esti-
mations to be valid. To alleviate this limitation to the extent possible, the analysis controls for
relevant background characteristics of participants that can be observed, including the TVET
course in which participants were enrolled in. However, information about the time at which
treatment group participants completed their TVET program is unavailable and, thus, KAM ben-
eficiaries who graduated five years ago may be compared with control group members who are
just about to graduate. The labor market prospects of these two types of participants are likely
very different and could drive the measured treatment effects to some extent. The presented
estimates could therefore be up-ward biased and the true effects could be smaller or even zero.
To affirm the results presented in this report and to obtain additional evidence on the impact of
training and placement interventions such as the KAM program it is recommendable to combine
future interventions that are similar to KAM with rigorous impact evaluations.
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3 Qualitative evaluation of KAM’s “sustainability program’

3.1 Introduction: Sustainability problematic of development cooperation projects

Globally, many donor-funded development projects are not sustained once donors withdraw
from a project. Thus, in contrast to the donors’ intentions, most projects fail to bring long lasting
sustainable benefits to their beneficiaries and target groups (cf. Ochunga and Awiti 2017; Cekan
2020; Hofisi and Chizimba 2013; Moran and Ferguson 2013; Karanja 2014). A major reason is
often the lack of ownership among local stakeholders. If no ‘local owners’ exist, no one takes
responsibility to continue the project activities after external development assistance ends
(Ballantyne 2003; Rey-Moreno et al. 2014; Oino et al. 2015; Okun 2009). Therefore, a central
interest of international development is “to learn how to design projects so that the activities
and benefits that are achieved during the life of the project will continue after the donor’s
funding has ceased” (Bossert 1990, 1015). This study applies this quest to the context of GIZ’s
“Promoting Youth Employment Through Technical Human Capital Development” program in
Kenya (GIZ 2017; KAM 2017).

3.2 Overview of case background: KAM TVET project

The project under consideration was officially launched in January 2017 and has since been
implemented by the Kenyan Association of Manufacturers (KAM). KAM is an association that
represents over 40 percent of the manufacturing and value adding industries in Kenya (GIZ 2017;
KAM 2020a; KAM 2020b; KAM 2017; Table A 2.1.1 [3]). The project is shortly referred to as the
‘KAM project’. It aims to improve access to jobs and economic opportunities for youth in Kenya
by placing technical vocational education and training (TVET) graduates for practical hands-on
training in internships2? in manufacturing companies?* which are members of KAM (cf. GIZ 2018;
GIZ 2017; Table A 2.1.1 [4]). The objective of the practical training during internships is to
increase TVET graduates’ employability and ideally enable them to find formal employment in
the internship-offering or other manufacturing companies (GIZ 2017; Table A 2.1.1 [1]). In doing
so, the project promotes youth employment in Kenya and addresses the skills mismatch that
exists between the labor market requirements in and around natural resource-based industries
and what is taught in training institutions (ibid.).

KAM facilitates the implementation of the project by reaching out to TVET institutions all over
Kenya to identify graduates with technical profiles that match the companies’ needs. The
graduates are then trained in two-to-three-days’ ‘work-readiness trainings’s. After the work
readiness trainings, KAM matches the graduates with companies, either by organizing job
bazars? or by directly sending CVs of potential candidates to companies. After an internship
period of three to six months, the companies themselves can decide whether they offer a formal
employment position to the intern (cf. ibid.; Table A 2.1.1 [2]; [3]; [1]).

2 Internships are offered in areas such as electrical or mechanical engineering, installation, welding and
fabrication, plumbing, or carpentry.

24 The internship offering companies have sectoral affiliations (among others) to the food, beverage, tex-
tile, leather, pharmaceutical, plastics, as well as automotive sector.

25 The work-readiness trainings are conducted by third party training providers and are focused on soft-
skills training and job applications (e.g., CV writing, conduct in job interviews) (Table A 2.1.1, [2]; [1]).

26 Job bazars are held a few times a year and usually follow a work-readiness training. At the job bazars
company representatives have the possibility to interview the candidates they are interested in. Subse-
quently, companies can short list the interns and KAM then allocates them to the respective companies

for internships (Table A 2.1.1, cf. [12]; [6]; [18]; [13]; [5]; [16]).
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The project follows a partnership approach in which KAM facilitates the implementation of the
project and GIZ provides support offering technical expertise, capacity building as well as funding
for all project activities including the KAM staff who is implementing the project (Table A 2.1.1,
cf. [1]; [4]; [2]).

During the first phase of the project (2017/2018), the internships were funded by GIZ with
stipends for the interns of 10.000 KES (approx. 80€) per month. In the beginning of 2019, a pilot
program called ‘sustainability program’ was introduced in one pilot region in Kenya. Under the
‘sustainability program’, the GIZ funding of the internship stipends was stopped, and the
companies were asked to take over the funding of the internship stipends on a voluntary basis
according to their own employee policy. In case a company in the pilot region decided not to pay
the KAM interns, no further interns were supposed to be matched to this company (Table A 2.1.1,

cf. [2]; [11).

The region in which the sustainability program was introduced is known as
‘Central Chapter’2. Within this region, particularly companies from one
county, called Kiambu county, participated. The Central Chapter was
chosen as a pilot region because the Central Chapter Committee (CCC), a
board of eight elected companies representing the KAM member ‘b
companies in the region, was particularly willing to pilot the ‘sustainability
program’ (cf. section 3.7.1.3 for more details).

Outside of the pilot region, the GIZ stipend scheme continued over the course of 2019 until the
end of January 2020 when the first phase of the project ended. In the second program phase,
which started in May/June 2020, the GIZ stipends were discontinued for all regions and the
sustainability program, in which the companies are supposed to take over the internship funding
themselves, was up-scaled to all other project regions (Table A 2.1.1, cf. [4]; [2]; [3]; [1]).

The reason for introducing the sustainability program (i.e., switching the funding responsibility
for the stipends to the company level) was to pilot a ‘sustainability strategy’ that had the purpose
of investigating whether companies in the pilot region would sustain the internship placements
without the help of GIZ funding. The objective was to convince many companies to take over the
responsibility of funding the KAM interns’ stipends, so that the internships would be sustained
once GIZ’s participation in the project comes to an end (Table A 2.1.1, cf. [4]; [2]; [1]).

3.3 Research questions and design

This study investigates the following three research questions:

1. How has the switch in the internship payment scheme affected the companies’ owner-
ship of the internship placements in the pilot region?

2. How has the switch in the internship payment scheme affected the sustainability of the
internship placements in the pilot region?

3. How can the companies’ ownership and the sustainability of the internship placements

be enhanced?

27 KAM divides its member companies into seven Chapters, which represent different regions in Kenya.
One of them is the Central Chapter, which consists of nine counties (Kiambu, Kirinyaga, Murang’a, Nyeri,
Embu, Meru, Isiolo, Tharakanewi, Laikipia) (Table A 2.1.1, cf. [1]; [19]; [20]).

28 Kiambu county comprises over 80% of all manufacturing companies in the Central Chapter and holds
all companies that were recruited to participate in the sustainability program (Table A 2.1.1, cf. [1]; [19];

[20]).
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The first research question evaluates the companies’ ownership of the internship placements
because local ownership of a development activity is considered a major determinant of sustain-
ability. Some studies even argue that ownership is a necessary prerequisite for sustainability (cf.
Brolin 2017; Edgren 2003; Ballantyne 2003; Oino et al. 2015). Additionally, the first research
question also includes an evaluation of the companies’ ownership of the funding switch itself.
However, ownership alone is not sufficient for development activities to be sustainable (Ostrom
et al. 2002). Therefore, the second research question evaluates how the sustainability of intern-
ship placements is affected by the funding switch. Finally, to improve the up-scaling of the switch
to other regions, the third research question provides recommendations on how both ownership
and sustainability can be enhanced in the future. The findings of the third research question are
directly discussed following the analyses of research question one and two, respectively.

During a five-week field research period in February and March 2020, qualitative semi-
structured interviews with 22 company representatives in 12 companies in the pilot region were
conducted.? Semi-structured interviews provide a certain structure that allows to cover the most
important topics in each interview, while offering the flexibility to follow the direction the
interviewees take (cf. Aurini et al. 2016, Bryman 2012). Six companies were interviewed that
participated under both funding schemes (GIZ stipend and sustainability program) and six
companies that only participated under the GIZ stipend but not under the new funding scheme.

The balanced sample of participating and non-participating companies was selected through a
stratified purposeful sampling approach (Aurini et al. 2016; Bryman 2016), which allowed to
investigate the underlying reasons of why some companies participated under the sustainability
program and, thus, sustained the KAM TVET internship placements and why others did not. By
directly interviewing company representatives, the companies’ requirements to start paying
their interns in the future and different perspectives on the funding switch could be examined.

In addition to the interviews on company level, four in-depth background interviews with GIZ
and KAM staff were conducted to gather background information about the project and the
introduction of the sustainability program. Since it became apparent during the field research
that the Central Chapter Committee (CCC) plays a key role in the promotion of the KAM TVET
program in general and for the sustainability program in particular, the former and current chair
of the CCC were also interviewed and a CCC meeting was observed.

All interviews were recorded3. The interviews at company level were then transcribed
verbatim, while the background interviews were protocolled. The raw data of the interviews was
analyzed with a hybrid approach of deductive (theory-driven) and inductive (data- driven)
thematic analysis that helped to identify overarching themes and patterns in the data (cf.
Fereday and Muir-Cochrane 2006). To identify themes and patterns in the data, the interview
data was coded with the help of MAXQDA, a ‘Computer Assisted Qualitative Data Analysis
Software’st (cf. Kuckartz and Radiker 2019). Finally, the coded interview data was clustered into

29 22 people in 12 companies were interviewed because often more than one person per company was
interviewed. An overview of the interviews (e.g., interview type, the interviewees position, etc.) is in-
cluded in the appendix (see Appendix A2.1).

30 jnce the interviews were recorded written consent was obtained for the interviews on company level
and verbal recorded consent was obtained for the background interviews with GIZ/KAM staff. Blueprints
of the provided consent forms to the interview partners at company level are included in the appendix

(see Appendix A2.2).
31 The code system that was developed in MAXQDA and is included in the appendix (see Appendix A2.3).
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categories, cross-analyzed over the different transcripts, and then interpreted to answer the

research questions.

3.4 Theoretical background information on ownership and sustainability

A factor model on ownership and sustainability was developed to provide a theoretical frame-
work for the research processes and objectives of this study. The factor model identifies and
categorizes factors and prerequisites that are mentioned frequently in the ownership as well as
sustainability literature as being helpful or sometimes even necessary to ensure ownership
and/or sustainability of development projects or project activities.

Table 3.4.1
Overview of factor model

Ownership success factors

Local stakeholder involvement & participation

Sustainability success factors

Local stakeholder involvement & participation

0.1 Projects/activities must be in the interest of

and useful for local stakeholders

0.2 Local stakeholders should already be involved
in the design phase of projects/activities

0.3 Possible evolvement of local ownership of a
project/activity over time

0.4 Local stakeholders should be actively involved
in decision making processes in all project
stages/activities

0.5 Financial involvement of local stakeholders - a

strong indicator of local ownership

S.1 Projects/activities must be in the interest of and
useful for local stakeholders
S.2 Local stakeholders should already be involved

in the design phase of projects/activities

S3 Local stakeholders should be actively involved
in decision making processes in all project
stages/activities

S.4 Financial involvement of local stakeholders -
one way to ensure project sustainability

What donors must do to ensure ownership

What donors must do to ensure sustainability

Donors should limit their direct involvement in
projects/activities

Donors should be accountable to and transpar-
ent with local stakeholders

0.6

0.7

S.5 Donors should show flexibility to changing pri-

orities of local stakeholders

At project level

At project level

0.8 Incorporating projects/activities into local
structures, values, and knowledge
0.9 Local leadership and management of pro-

jects/activities should be encouraged
Capacity building for local stakeholders to pro-
mote ownership

o
N
o

S.6 Incorporating projects/activities into local
structures, values, and knowledge

S.7 Local leadership and management of pro-
jects/activities should be encouraged

S.8 Capacity building for local stakeholders to en-
sure project sustainability

S.9 Thorough monitoring and evaluation can be
helpful to achieve sustainability

S.10 Regular sustainability assessments are helpful to
plan for and enhance future sustainability

S.11 Implementation of sustainability strategies and
exit plan for project phase-out

S.12 Ensuring a continuation of funding is essential

for project sustainability

Relationships between different stakeholders

Relationships between different stakeholders

0.11 Open and transparent communication be-

tween all stakeholders involved

0.12  Clear allocation of roles and responsibilities S.13  Close coordination and shared understanding
among all stakeholders involved between all stakeholders involved
S.14  Wider networks and partnerships should be
built to ensure project sustainability
Source: RWI.
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Table 3.4.1 provides an overview of these factors, which are clustered under broader thematic
areas. Regarding the structure of the factor model, it has to be mentioned that while ownership
and sustainability are two different concepts, they are also linked in the sense that (local) own-
ership of a development initiative is seen by many authors as a necessary prerequisite for sus-
tainability (cf. Brolin 2017, Edgren 2003; Kaplan 2013; Ostrom et al. 2002). Thus, studies that
focus purely on ownership or sustainability partly describe the same or similar factors that pro-
mote ownership and sustainability.

In the following, the factor model is very briefly described and put into context. More detailed
descriptions of each factor are available under the links below (cf. Appendix A2.4).

A factor that is considered important in the ownership as well as sustainability literature is that
projects or project activities should be in the interest of and useful for local stakeholders (Factor
0.1; Factor S.1). Local stakeholders should, therefore, be actively involved throughout all project
stages (Factor O.4; Factor S.3), but especially in project design phases where the direction and
objective of a project is decided (Factor O.2; Factor S.2). Financial involvement of local stakehold-
ers is also regarded as vital in both concepts (Factor O.5; Factor S.4) and it is suggested that
projects should be incorporated into pre-existing local structures, and forms of organization (Fac-
tor 0.8; Factor S.6). Additionally, scholars unanimously find that local leadership and manage-
ment of project (activities) should be encouraged (Factor 0.9; Factor S.7) and that capacity build-
ing for local stakeholders is key for success (Factor 0.10; Factor S.8).

Furthermore, the literature gives recommendations on what donors must do to ensure owner-
ship and/or sustainability. For example, studies researching ownership recommend that donors
should limit their direct roles and responsibilities (Factor 0.6) and should be accountable to and
transparent with local stakeholders (Factor O.7). For sustainability it is important that donors do
not just push through ‘donor-led top-down projects’, but that they show flexibility and respon-
siveness to adapt the project activities to the changing priorities of local stakeholders (Factor
S.5). Inregard to relationships between different stakeholders of a project, the literature on own-
ership recommends an open and transparent communication (Factor 0.11) as well as a clear
allocation of roles and responsibilities among all stakeholders involved (Factor 0.12). Studies re-
searching sustainability advocate similarly for a close coordination and shared understanding be-
tween stakeholders (Factor S.13) as well as for an establishment of wider networks and partner-
ships to ensure project sustainability (Factor S.14).

Since ownership alone is not sufficient for a development project to be sustainable, the model
also includes factors that are just relevant for either ownership or sustainability. Various studies
focused on project sustainability recommend implementing sustainability strategies and exit
plans for a project phase-out (Factor S.11), which includes ensuring a continuation of project
funding (Factor S.12) and regular monitoring and evaluation (Factor S.9), particularly in the area
of sustainability assessments (Factor S.10). Studies focused on ownership find that local owner-
ship can also evolve over time, especially when projects are designed by donors (Factor 0.3).

Where suitable, these factors are applied in section 3.7.3 and section 3.9.3 to assess whether
the project and the pilot scheme of the funding switch were designed and implemented in ac-
cordance with what is recommended in the literature to achieve local stakeholder ownership
and project sustainability. Further, the factor model serves as a basis for the recommendations
on how both ownership and sustainability in the KAM project context can be improved in the
future (cf. section 3.7.4; section 3.8.5 and section 3.9.4).
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3.5 Evaluation of overall KAM TVET program by companies

Before turning to the evaluation of the three research objectives, the companies’ general im-
pressions of the KAM TVET program are presented.

The analysis showed that three quarters of the interviewed companies are very satisfied with
the KAM TVET internship program (Table A 2.1.1, cf. [17]; [6]; [7]; [18]; [20]; [8]; [5]; [10]; [9];
[16]). For example, many companies appreciate that the KAM program has a pool of pre-selected
interns readily available for them:

“An advantage [refers to the KAM program] is you'll have them [refers to interns] readily available because they have
[...] vetted [i.e. pre-selected] the applications. For these other routes [refers to the companies searching for interns
themselves] you have to [...] maybe go to the institutions, ask them to give you the people that they had [...] [But here]

you have the people readily available, that's the advantage to it.” (Table A 2.1.1, [12], pos. 251; cf. also [19]; [17];
[18]; [8]; [S1; [101; [9]; [16]).

A few companies highlighted that they value particularly that interns from specific skill areas
are available on request:

“We like working with them [refers to KAM] [...] they have quite a big database [for interns]. So, you request, you give
your specifications, you get what you want. Yeah, instead of waiting for people, who will drop their CV's. [...] for ex-
ample, | told [person at KAM], | want people with this skill background, and he will definitely give me the people with
that background.” (Table A 2.1.1, [10], pos. 182; cf. also [18]; [9]).

Furthermore, some companies emphasized that they appreciate the structured and easy way
of the KAM TVET program to connect companies and interns through job bazars. The job bazars
simplify the companies’ search and selection processes of interns (Table A 2.1.1, cf. [6]; [18]; [14];

[5]).

More generally, some of the interviewed companies also evaluated the KAM TVET program
positively because it gives TVET graduates the opportunity to get practical training experience
and industry exposure and, therefore, helps to bridge the (technical) skills gap in Kenya:

“In my opinion, the program is a good one because it helps ~ “It's doing a very good job [refers to the TVET program]
the students to get hands-on experience and the skills that ~ because [...] there is a big [skills] gap. You can't get a
they don't get from the training institutions. The training  single person as a plumber, you can't get a single per-
institutions of the country are quite [uhm] under  son as a machinist, a good one. You can't get a good
equipped, so they do more theory than practicals. And  mechanic, who understands things [...] so we need that
therefore, when these people come to the job market, = program.” (Table A 2.1.1, [20], pos. 45; cf. also [6]; [7];
they're not ready for the job market. [And that is] the 91; [16]).

point at which KAM is intervening.” (Table A 2.1.1, [8],

pos. 129; cf. also [17]; [9]; [6]; [15]).

3.6 Suggestions for improvement of overall KAM TVET program by companies

While some companies view the KAM TVET program as a way to bridge the (technical) skills
gap, some other companies and particularly the CCC chairs argued that it would be more effec-
tive to intervene on other levels. For example, a few companies suggested that it would be better
to implement a program that works directly with training institutions32 or on the national level®::

32 e.g., in the sense that training curricula are reviewed, the teaching quality is improved, or skills needs
are better aligned with the private sector (Table A 2.1.1, cf. [19]; [20]; [8]; [12]; [13])

33 e.g., in the sense that national TVET forums are organized, the government is engaged to change the
national curricula or by advertising Technical Vocational Education and Training (TVET) to make it more
attractive for youth (Table A 2.1.1, cf. [20]; [13])
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“So what [...] we were trying to run and really drive
through with] the funding body [was] [...]: Okay, let's
start off with first establishing, which institute is ‘bona
fide’ [meaning: in good faith] and has the correct man-
date. [...] Now, once we know those institutes, which
want to work with us, we give them the support in the
sense that we will now tell them [...] if you give us a
plumber, then they must know this much, please. [...] So,

“I think, [...] we need a national engagement forum |[...]
specifically dealing with TVET. [...] And then, issues that
come up are discussed every two months or something
like that in a forum. [...] Yeah [...] you need that engage-
ment, so that you keep ideas alive and you also help [...]
the government to formulate policies on issues like the
syllabi. That kind of things.” (Table A 2.1.1, [20], pos.
119-127; cf. also [13])

it's a win-win in the sense [that] they [refers to training
institutes] can market better to say, look, we are accred-
ited by KAM and KAM members [refers to the compa-
nies] will take your students on, if you are [up] to the
standard.” (Table A 2.1.1, [19], pos 40; cf. also [20]; [9])

“What we're trying to achieve is to get output from
these [training] institutions, which is of a standard,
which is acceptable to the manufacturers. That is the
core line and that is the bottom line.” (Table A 2.1.1,
19], pos. 28)

A few other companies would prefer to implement an industrial attachment programs* that
places students during their education. Matching graduates (£ interns) was seen by those com-
panies as intervening “too late”:

“The point at which KAM is intervening, to me, | think is a bit late [...] because they're intervening, when the students
have left the training institutions. To me, these internships should come in at the industrial attachment level, when the
students are still within the training institutions. So that by the time they're graduating, they already have the skills
and the know-how on what happens in a natural workplace. [...] But now, we’re intervening at a point, where this
person [...] has graduated [...] Yet, when they go to the industries, the industries have again to re-train them [...] for
them to be able to start delivering.” (Table A 2.1.1, [8], pos. 129-131; cf. also [16])

Furthermore, while some companies emphasized that KAM is generally very supportive and
helpful when problems arise (Table A 2.1.1, [5]; [10]; [18]; [6]), many suggested that the program
could be improved if KAM followed up personally and more frequently with KAM interns (i.e.,
through meetings or company visits, etc.) (Table A 2.1.1, cf. [17]; [6]; [18]; [11]; [13]; [14]; [8];
[5]; [16]). The companies argued that it would help to:

a) see what challenges the interns are facing (Table A 2.1.1, cf. [6]; [11]; [14]; [8]; [5]; [16]).
b) assess the performance of the interns (Table A 2.1.1, cf. [17]; [8]; [5])

c) make the interns more responsible (e.g., in regard to their behavior during an intern-
ship) if they are also accountable to KAM (Table A 2.1.1, cf. [6]; [18]; [5]).

Some further suggestions by the interviewed companies to improve the KAM TVET program
were, first to hold the job bazars on a more regular basis instead of sending CVs to the companies
to select interns (Table A 2.1.1, [19]; [5]).

“With the [job] bazars, | think that was much easier because it's a day you spend, and you finish and close with that
thing. As opposed to: ‘Please look for me at this person I've sent’. Then | said: ‘No, | don't think this one is qualified,
please send me another CV’. Back and forth, back and forth” (Table A 2.1.1, [5], pos. 167; [19])

34 Industrial attachments are practical training periods where students work at a company (usually
3 months) before going back to school. On the contrary, internships are for graduates who have finished
their education (cf. [2]).
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Second, to allocate the interns to companies closer to their homes. It would be less costly for
the interns if they did not have to move and it would also make them more inclined to stay for a
job in the respective company after an internship:

“Let's look for [interns] just around us as opposed to a wider area. If they were from within Kiambu, they [...] don't have
to worry about accommodation, they just go home. There are others, [...] this is their home, so they would be probably
more inclined to getting a job here.” (Table A 2.1.1, [19], pos. 52; [17]; [7])

Third, to consider broadening the skills range offered by the KAM program to also include non-
technical skills (e.g., HR, finance, etc.) (Table A 2.1.1, cf. [19]; [16]).

3.7 Research question 1: Ownership of internship placements and funding switch

3.71 Companies’ ownership of internship placements

The first research objective was to evaluate how the switch in the internship funding scheme
has affected the companies’ ownership of the internship placements in the pilot region.

3.7.1.1 Applied ownership definition for internship placements

When local ownership at project level is discussed, it is often defined as “processes where local
stakeholders take control and responsibility for the design, implementation, and monitoring of a
[development] activity” (Ballantyne 2003, 3; cf. also Rey-Moreno et al. 2014). Following this def-
inition, local stakeholders can be said to ‘own’ a development project or activity when they have
a commitment towards it that leads them to take over control and assume responsibility for
achieving a successful outcome (cf. Edgren 2003; Rey-Moreno et al. 2014).

Applying this definition to this research context means that the companies in the pilot region
can be considered to have ownership of the internship placements at their company if they take
control and responsibility for:

a) the design of the internship placements
(i.e., the companies set their own objectives and agendas how the internships are struc-
tured and organized (e.g., in which departments the interns work or about the duration
of the internships))

b) the implementation of the internship placements
(i.e., inregard to how the interns are trained and supervised or in regard to who is hired
as an intern or regular worker after an internship)

c) the monitoring and evaluation of the internship placements
(i.e., the companies take responsibility for assessing and monitoring the interns)

Generally, if the companies in the pilot region have ownership of the internship placements, a
certain level of commitment towards, responsibility for, and control over those placements
should be visible.

3.7.1.2 Evaluation of companies’ ownership of internship placements

The analysis of the interviews showed that all companies have, without exception, full owner-
ship of the internship placements at their premises. Each company has their own internal proce-
dures of designing, structuring and organizing the internships. Differences exist in regard to the
departments the interns are deployed to, the internship durations (usually between 3-6 months)
and whether the interns receive an extra induction training.
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Additionally, each company has different ways to implement the internships, e.g., in regard to
how the interns are trained and supervised. A few companies expect the interns to take over the
same responsibilities as any other worker, while in some others they are very closely supervised.
Again, in other companies the interns’ responsibilities grow over time:

“On the initial stages yes, they will
it's only that it's practical. So, they be with somebody but later they will
are guided, they're not left alone. be left by themselves.” (Table
The whole area, you know, [..] A2.1.1, [12], pos. 151; cf. [6]; [5];
they're not responsible anywhere, [16])

basically they're not responsible.”

(Table A2.1.1, [18], pos. 195; cf.

[11]; [10]; [13]; [14]; [8])

“For me, [an] intern needs to not “You see, it's like a classroom set-up,

look like a trainee but [needs to] look
like an employee. That's from my
end. So, | expect them to have deliv-
erables that | can review, that | can
kinda [uh] appraise.” (Table A 2.1.1,

9], pos. 80; cf. [17])

The companies also use different recruitment procedures for internships or subsequent perma-
nent job placements. The variance in these procedures also implies that each company has own-
ership of the internship placements offered at their company.

For example, there are those companies that have rather sophisticated procedures of hiring
interns (i.e., including standardized interview processes) (Table A 2.1.1, cf. [12]; [6]; [18]; [13];
[10]; [16]). Then, there are other companies that have less sophisticated hiring procedures for
internships (i.e., interns are taken on a ‘first come first serve’ basis, often without a screening

process) (Table A 2.1.1, cf. [17]; [8]; [14]; [9]; [5]).

Regarding the companies’ recruitment procedures for a formal position after the end of an in-
ternship, there are those companies that prefer an ‘internal hire’ (i.e. if possible, they hire former
interns). Whereas other companies have more formal and competitive recruitment processes
which everybody has to undergo, no matter whether someone previously completed an intern-
ship at the companyss:

“l start with my people, | mentor them, they come
around the company, they are able to understand my
system. They're able to understand how we work; they
understand the culture and all that. So basically, we
want people from the system.” (Table A 2.1.1, [13], pos.
186; cf. [17]; [7]; [14]; [S]; [91)

“We usually don't promise hiring them [refers to in-
terns], because our responsibility is to give them the ex-
posure. If there is an opening that requires us to hire
them on a permanent basis, then we would give them an
equal chance with the others [refers to external appli-
cants] to be interviewed through the process. And there-
fore, they competitively compete for the position. So,
coming for internship is not an automatic [uh] pre-qual-
ification that one is going to be hired.” ( Table A 2.1.1,

8], pos. 45; cf. [12]; [18]; [10]; [16]).

Finally, according to the definition applied above, ownership of a development activity also en-
tails taking responsibility for monitoring and evaluation procedures of the activity.

The research showed that the interviewed companies all take responsibility for monitoring and
evaluating their interns, mostly because they need such records to decide which interns they
want to retain after an internship. However, the stringency and proficiency of the companies’
monitoring and evaluation (M&E) systems also vary considerably between companies.

35 Howeuver, it is worth mentioning that most of the companies using the more competitive approach ar-
gued that former interns still have some advantage over external applicants because they are familiar
with the company (Table A 2.1.1, cf. [12]; [18]; [10]; [16]).
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Thus, while all companies have ownership of the internship placements at their premises, a
potential pitfall is that it results in very different internship design, implementation and monitor-
ing procedures. These differences caused inconsistencies across the KAM TVET program, e.g., in
regard to:

a) the interns’ training and treatment at the companies,
b) the interns’ opportunities to start an internship placement in the first place or

c) the interns’ chances of being retained in a company upon completion of an internship.

Thus, it should be noted that local ownership is not a panacea for development projects but
that it comes with its own challenges and difficulties (cf. Hasselkong and Schierenbeck 2017).

3.7.1.3 Underlying reasons for companies’ ownership of internship placements

One of the reasons why the interviewed companies all have ownership of the internship place-
ments at their specific premises, is that most of them already had an internship (or more often
an industrial attachment) program at their companies long before GIZ and KAM implemented
the TVET program in 2017:

“We have done attachments for so long. | think all ~ “KAM just came in, in a part of what [...] was already
through, since the company started, we've been offer-  pre-existing, internships have been long ongoing. So,
ing attachments.” (Table A 2.1.1, [18], pos. 201; cf. [14];  KAM just came in, | think, [uh] to try to assist in that, in

[51; [16]; [6]; [201]; [8]; [9]) that space.” (Table A 2.1.1, [16], pos. 309)

This also explains why the design, structure and implementation of the internship placements
vary so much between the different companies. Since almost all companies already had attach-
ment and/or internship programs in place, they are also taking in other industrial attachés or
interns apart from those of the KAM program (Table A 2.1.1, cf. [12]; [17]; [14]; [18]; [20]; [16];
[19]; [6]; [10]; [13]; [8]; [5]). About half of the companies take in significantly more interns/atta-
chés outside of the KAM program each year, than they had KAM interns in total since 2017 (Table
A 2.1.1, cf. [16]; [5]; [8]; [14]; [18]; [6]). Thus, many companies integrate the relatively small num-
ber of KAM interns into the existing internship structures at their companies.

Additionally, after the implementation of the KAM TVET program KAM and GIZ never interfered
to a level where they took control over the design and implementation of the internships at com-
pany level. While GIZ and KAM developed guidelines for the internship program (Table A 2.1.1,
[4]; [2]; [3]), they never strictly implemented them but encouraged the companies to use their
own policies (Table A 2.1.1, [2]; [3])%*. The companies confirmed that practice:

“It's totally up to the company to decide that this is the requirement or specification that | need, and this is how | am
going to train them. Yeah, there was no guideline that this is how you're supposed to do it” (Table A 2.1.1, [5], pos.

177; cf. [12]; [11]; [14]; [8]; [10])
KAM and GIZ offered only advice and guidance when the companies required it:

“We would always communicate [with KAM] if we had challenges or anything that we felt, we needed to do something

about.” (Table A 2.1.1, [12], pos. 235; cf. [13]; [14]; [10])

Thus, the companies kept their ownership of the internship placements even after the imple-
mentation of the KAM TVET program.

36 The only areas where KAM is regularly involved is matching of interns and companies and monitoring
of the internship and job placement numbers at the companies (cf. section 3.2)
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3.7.1.4 Relevance of funding switch for companies’ ownership of internships

However, that GIZ and KAM neither started the internship program at the companies nor dic-
tated how the internships should be designed and implemented, also means that the funding
switch from the GIZ stipend to the sustainability program had no effect on the companies’ own-
ership of the internship placements. One company put it aptly by stating:

“I'think it's only the funding part that has changed but everything else in terms of processes [...] still remains the same.”

(Table A 2.1.1, [6], pos. 187)

This is contrary to the original research assumptions which assumed that the funding switch
would affect the companies’ ownership of the internship placements.

3.7.2 Companies’ ownership of funding switch

While all companies kept their ownership of the internship placements after the implementa-
tion of the funding switch, a different picture emerges when assessing the companies’ ownership
for the funding switch itself.

3.7.2.1 Applied ownership definition for funding switch

Local stakeholder ownership is often also connected to control and responsibility over funding
(cf. Olsson et al. 2008; cf. also Ostrom et al. 2002).

As per the definition presented in section 3.7.1.1, the companies can be considered to have
ownership of the funding switch if they take control over and responsibility for its implementa-
tion. That is, they support the premise of the sustainability program and are willing to take over
the responsibility of funding the KAM interns themselves.

3.7.2.2 Evaluation of companies’ ownership of funding switch

The evaluation showed that ownership of the funding switch is rather mixed among the inter-
viewed companies. About half of the companies were not willing to take ownership of the switch,
meaning they were not willing to invest their company’s internal resources to fund the stipends
of KAM interns themselves (Table A 2.1.1, cf. [12]; [18]; [13]; [14]; [5]).

3.7.2.3 Reasons for mixed ownership of funding switch among companies

There are several possible reasons for the companies’ mixed ownership of the funding switch.
One explanation why about half of the interviewed companies have not taken ownership of the
funding switch could be that with the implementation of the sustainability program (i.e., the
funding switch), GIZ and KAM intervened for the first time directly in the design and structure of
the internships at company level. That is, they created regulations that companies either had to
take over the funding of the stipends for interns or they would no longer receive interns via the
KAM TVET program (Table A 2.1.1, cf. [4]; [3]; [2]):

“If [...] the industry [...] is not willing to give anything, let's leave them aside, because what we are testing is, are they
willing to give something? It doesn't matter if it is 3.000 KES or 20.000 Kenya KES.” (Table A 2.1.1, [4], min. 00.10.58f.)

A further, and more probable reason for the companies’ mixed ownership is that the switch to
the sustainability program was inconsistently introduced to them.

90



The six companies that have taken ownership of the funding switch (i.e. they are already paying
the KAM interns’ stipends or in one case were about to start) (Table A 2.1.1, cf. [6]; [9]; [16]; [10];
[8]; [17]) tended also to be the ones that were properly informed about the introduction of the
switch. For example, they went to a forum where the switch was explained or they were person-
ally contacted by KAM (e.g., through a company visit or phone call) (Table A 2.1.1, cf. [6]; [7]; [9];

[16]; [10]; [8]).

On the contrary, the other half of the companies that have not taken ownership of the switch
(Table A 2.1.1, cf. [12]; [18]; [13]; [14]; [5]) were either not at all (i.e., they heard about it for the
first time during or just before the interview for this study) or not appropriately informed (i.e.,
they only received an email without a proper explanation) about the implementation of the fund-
ing switch:

“We have not heard about it [refers to funding “They just told us effectively through an email, that ef-
switch]. We are not informed about that one. We are fectively they're [refers to KAM] not going to be paying,
not aware.” (Table A 2.1.1, [14], pos. 192; cf. also that [uh] we are the ones, who are supposed to meet
[12]; [13]) that.”

(Table A2.1.1, [18], pos. 132; cf. also [5])

This led to a situation where these companies either felt not appropriately engaged in the de-
cision to implement the sustainability program or misunderstood the underlying reasons for it:

“What KAM is supposed to do, they’re supposed to “KAM [are] the ones, who [...] set a standard of 10.000
engage stakeholders in depth [emphasis] about it [KES], they are unable to pay and now they are telling
[refers to implementation of funding switch]. Be- the employer, pay! You see [laughs], [they]'re pushing
cause well, we would like to [pause] trust KAM is [their] budget requirements to us. [...] they told people,
good. But [...] how deeply have they really engaged we'll be sending you on internship, we'll be paying you.

with the manufacturers, with their members to buy So, suddenly they decided we don't have this money in
the idea that | can pay the stipend to these people?” our pockets, let someone else foot the bill.” (Table
(Table A 2.1.1, [13], pos. 167; cf. also [5]) A2.1.1, [18], pos. 162; cf. also [12]).

In both cases, the consequence was resistance against a takeover of the funding. Thus, owner-
ship of the funding switch itself seems to be influenced by an understanding of the reasons for
its implementation and the feeling to have been involved in the decision-making process.

An explanation why some companies did not feel appropriately involved in the decision to im-
plement the funding switch, and thus did not take ownership, could be that the design and the
implementation of the sustainability program was decided between GIZ, KAM and representa-
tives of the CCC3” without involving the broad base of the companies in the pilot region:

“So that was, | know, a discussion between both KAM  “The Central Chapter [Committee] was like: Yeah, | think
and GIZ in [regard to], how can this program be sus-  we can try this here [refers to implementing the funding
tained? What are the different ways that we can sus-  switch] and we are willing because we have seen the
tain the program (Table A 2.1.1, [2], min 00.06.21f.; cf.  benefit of having interns, even if GIZ is not there to sup-
also [4]) port.” (Table A 2.1.1, [4], min. 00.08.54f.)38

37 The Central Chapter Committee (CCC) is a board of eight elected companies representing the KAM mem-
ber companies in the region in front of KAM, regional government entities and other stakeholders (Table
A2.1.1, cf. [19]; [8]; [20]).

38 Addendum: While the CCC representatives confirmed that they agreed to stop the GIZ stipends, they
did not want to take over the funding themselves but hoped that the funding, which was formerly used
for the stipends, would be reinvested to accredit the training institutions to help them to produce better
trained graduates (Table A 2.1.1, cf. [19]; [20]).
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While all companies in the pilot region were invited to forums where the decision to implement
the switch was explained, only one quarter to one third of the companies actually attended those
forums. Moreover, those that did attend, did often not keep their expressed commitment at the
forums to take interns under the new funding scheme. (Table A 2.1.1, cf. [1]; [3])*®

Thus, although KAM and GIZ seem to have failed to involve the broad base of the companies in
the pilot region in the decision to implement the funding switch, they aimed to be transparent
about its implementation. The remaining question is why they followed up with some companies
that did not attend the forums, whereas with others they did not.

3.7.3 Comparison of ownership success factors to research findings on ownership

In Table 3.7.1, the success factors on ownership which were presented in section 3.4 are com-
pared to the research findings on the companies’ ownership of internship placements and their
ownership of the funding switch itself (cf. also Appendix A2.3 for a more detailed description of
the success factors on ownership). Table 3.7.1 provides a clear overview where the project acted
in accordance with recommendations from the literature to enhance local ownership and where
there is potential for future improvement.

Table 3.7.1
Comparison of ownership success factors to research findings on ownership

Ownership success factors Application of ownership success factors to research context

Local stakeholder involvement and participation

By placing TVET graduates in internships to enhance their practical skills

P and to improve their employability, the project is tackling the skills
Projects/activities must be in gap/mismatch that local stakeholders (here the companies) identified.
0.1 theinterest of and useful for
local stakeholders The project failed to confirm with the majority of companies whether
the switch to the sustainability program was in their interest and useful
for them.
Local stakeholders should be By deciding the parameters of the funding switch between KAM, GIZ and
0.2 involved in the design of the representatives of the CCC, the broad base of companies was not in-
projects/ activities volved in the design phase of the sustainability pilot scheme.
By leaving the design, implementation and monitoring of the internships
P to the companies, they are actively involved in all stages of the intern-
Local stakeholders should be ship activities.
actively involved in decision
04 making processes in all pro- The project failed to actively involve the broad base of companies in the
ject stages/activities decision to implement the funding switch. This led to a misunderstand-
ing of the reasons for the implementation and the feeling to not have
been involved, which in turn hampers ownership.
Financial involvement of lo- By implementing the funding switch, the project followed recommenda-
0.5 cal stakeholders —a strong P tions from the literature to financially involve local stakeholders in a de-
indicator of local ownership velopment activity to promote their ownership.

39 One explanation why some companies did not keep their commitments to take interns under the new
funding scheme is: “You realize a HR manager does not have the ultimate decision for finances. [...] So,
after they fill this commitment form, they have to go and talk to the boss. And the CEO might be like,
we are supposed to lower costs, not incur more costs. In that case, although they had committed, they

might find it tough.” (Table A 2.1.1, [3], min. 00.48.03ff.).
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Table 3.7.1 continued

What donors must do to ensure ownership

GIZ/KAM limited their direct involvement in the internship program at
company level, because they never took control over the design and im-

P plementation but only offered advice and guidance when required and
Donors should limit their di- encouraged the companies to otherwise use their own policies.
0.6 rectinvolvement in pro-
jects/activities By implementing the funding switch, GIZ/KAM created the regulation
that the companies have to take over the internship funding themselves
to receive further interns over the program. Thus, they intervened in the
internship design that was formerly left to the companies.
By facilitating forums to introduce the funding switch to the companies,
Donors should be accounta- GIZ/KAM tried to be open and transparent about its implementation.
0.7 ble to and transparent with o However, since not many companies attended those forums, the project
local stakeholders failed to (personally) follow up with companies that did not attend the
forums.
Ownership success factors Application of success factors to research context

At project level

By implementing the KAM TVET internship program in companies that al-

v ready had internship and/or industrial attachment programs at their
premises, the project built on existing structures that were already owned
by the companies.

Incorporating projects/activi-
0.8 tiesinto local structures, val-
ues, and knowledge

Ownership success factors Application of success factors to research context

At project level

By encouraging the companies to manage and lead the design, implemen-
tation and monitoring of the internships at company level according to
their own policies, the project follows the literature’s recommendations
on promoting local stakeholder ownership.

Local leadership and man-
0.9 agement of projects/activi- v
ties should be encouraged

By offering support and capacity building to the companies when it is

Capacity building for local needed and asked for, the project helps to empower the companies to

0.10 stakeholders to promote v . - S
I . P become drivers and owners of the project activity, instead of mere pas-

ownership

sengers.
Relationships between different stakeholders

Open and transparent com- By communicating (the objective of) the funding switch well to some com-
0.11 munication between all o panies but not to others, the project only partly succeeded to ensure an

stakeholders involved open and transparent communication regarding the funding switch.

Legend: P2 project fulfilled ownership recommendations; o £ project only partially fulfilled
ownership recommendations; O£ project failed to fulfill ownership recommendations. - Source:
RWI.

3.74 Research question 3 (part 1): Lessons learnt and potential solutions to enhance
companies’ ownership of the funding switch

The aim of the third research objective was to provide recommendations on how the compa-
nies’ ownership and the sustainability of the project activities can be enhanced in the future. This
section will present lessons learnt as well as potential solutions from the analysis of the first part
of research question three on ownership. The recommendations can be used to enhance own-
ership of the funding switch among companies in the pilot region as well as to inform the up-
scaling process of the sustainability program to other KAM project regions in Kenya.

The prior analysis showed that all interviewed companies have ownership of the internship
placements at their companies. Thus, the recommendations focus on potential improvements of
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the companies’ ownership of the funding switch itself (i.e., on improving the companies’ willing-
ness to take responsibility for funding KAM interns).

Potential strategies to enhance companies’ ownership of the funding switch in the future are:

a) parent manner to companies (e.g., through more awareness forums and more perto
introduce the switch to the sustainability program in a more consistent and trans-
sonal follow-up from KAM).

In the future, GIZ and KAM should ensure that all companies are appropriately informed about
the switch in the internship funding scheme and, more importantly, also why such a switch is
taking place. According to the literature on ownership, local stakeholder ownership can be fos-
tered when donors communicate new project objectives and activities in an understandable and
transparent manner (cf. Factor 0.7).

To facilitate that, an increased number of awareness forums should be held in the future to
inform more companies appropriately about the funding switch and the reasons for it (cf. Factor
0.11). This is particularly important because rather few forums were held to introduce the switch
in the pilot region (= 2 to 3 between February and June 2019, Table A 2.1.1, [2]; [3]). According
to GIZ and KAM, such efforts are already planned for the up-scaling of the sustainability program
to other project regions:

“And of course, having more of those awareness forums with the industr[ies], just trying to show them the importance
of taking these people and having them commit.” (Table A 2.1.1, [4], min 00.24.54f.; cf. also [2])

Additionally, since those forums had a rather low attendance rate in the pilot region [3], it might
be particularly effective to facilitate more personal follow-up by KAM. Especially with companies
that do not attend the forums because most companies mentioned that they value KAM’s advice
and input. For example, personal visits by and interactions with KAM encouraged some compa-
nies which had no policy of paying interns before to take ownership of the funding switch and to
start paying KAM interns themselves (Table A 2.1.1, cf. [6]; [9]; [8]).

b) to actively involve companies in decision-making processes about (implementing) the
funding switch.

However, forums and personal follow-up by KAM should not just be facilitated to inform the
companies about decisions already made, but ideally the companies should be actively involved
in decision-making processes regarding the implementation of the sustainability program (i.e.
the funding switch) in the future. This is exactly what some companies expect:

“My view would be, that before you change [refers to implementing the funding switch] that you check in, you engage
and say, guys well, we think we can't sustain for whatever reasons. [Uh] can we partner with you? Can we reduce it to
50/50 or is there something? That's what I'm talking about, engagement. You don't just stop [refers to stopping the
stipend funding]. [...] Tell us your challenges, ask us how we can be of help because we are the beneficiaries of this at

the end of the day.” (Table A 2.1.1, [16], pos. 317-319; cf. also [15]; [13]; [5])

Consulting with and actively involving local stakeholders in decision-making processes regard-
ing new project designs is identified as key in the academic literature (cf. Factor O.1; Factor O.2;
Factor 0.4) to foster local stakeholder ownership. Only if local stakeholders are involved in the
design and decisions to implement new project activities, will they be able to shape these activ-
ities according to their needs, which is crucial to facilitate their ownership. Thus, to assist in that
process, spaces should be created where all stakeholders, including the internship offering com-
panies, can meet and discuss their demands and expectations regarding the switch to the sus-
tainability program (cf. Factor 0.11).
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If these suggestions are considered in the up-scaling process of the sustainability program to
other KAM project regions, more companies might be willing to take ownership of paying sti-
pends in the future. These strategies can also still be implemented in the pilot region, because
ownership can evolve over time, especially in projects in which donors are responsible for devel-
oping new project ideas (cf. Factor 0.3). Thus, it is not too late to (appropriately) inform certain
companies and to convince them to take ownership of the switch.

Additionally, since ownership is a prerequisite for sustainability (cf. section 3.4), increasing the
companies’ ownership of the funding switch also helps to ensure the sustainability of the intern-
ship placements. Under the current premise of the sustainability program, only those companies
that take responsibility for funding the internships themselves receive further interns via the
KAM program (cf. section 3.7.2.4). Thus, if companies take ownership of the sustainability pro-
gram, more internship placements can be sustained.

3.8 Research question 2: Sustainability of internship placements after the switch to the
sustainability program

The second research objective was to evaluate how the switch in the internship funding scheme
has affected the sustainability of the internship placements in the pilot region.

3.8.1 Applied sustainability definition for internship placements

The here applied definition of sustainability focuses on the continuation and long-term effec-
tiveness of development projects (cf. Maier et al. 2016). An often used definition developed by
the OECD/DAC Committee defines a development project or an activity to be sustainable when
there is a “continuation of benefits from a development intervention after major development
assistance has been completed” (OECD 2002, 36; cf. also Okun 2009; Brinkmann et al. 2014;
Maier et al. 2002; Oino et al. 2015). Thus, project sustainability is achieved when not only the
activities of a project continue but, more importantly, when the flow of benefits to the benefi-
ciaries persists after the donor withdraws funding (cf. Cekan 2016c; Karanja 2014; Okun 2009).

Applying this definition to the context of this research means that the internship placements in
the pilot region can be considered sustainable if:

a) the companies continue to offer internship placements after the funding switch with-
out external GIZ funding and

b) the internships still produce benefits for the beneficiaries
(i.e., benefits are in this context positive employment outcomes of interns at internship
and job level)

Sustainability of employment benefits can be approached from multiple dimensions. An alterna-
tive approach to the one that is subject of this research can be the sustainability of employment
benefits that occur at the individual level over a lifetime. Such individual-level employment ben-
efits may be sustained over a lifetime irrespective of the sustainability of internship placements
and are, although important, therefore not further discussed in this evaluation.

3.8.2 Sustainability of internship placements after funding switch

The analysis in the pilot region shows that only eight of 23 companies that were recruited to
participate in the sustainability program actually took over the funding of KAM interns’
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stipends.# Thus, about one year after switching the funding responsibility to the company-level,
only about one third of the companies sustained the KAM program internship placement activi-
ties (cf. Appendix A2.5, Table A2.5.2 for self-verification).

3.8.3 Sustained employment benefits for interns after funding switch

Furthermore, the majority of the eight companies that participated in the pilot scheme took a
smaller number of interns than under the GIZ stipend scheme (cf. Appendix A2.5, Table A2.5.2,
C9; C17; C3; C4; C2; C1)* because taking interns is now associated with costs for the companies:

“So, if they [refers to KAM] are paying and the company is not the one that is paying, you feel [...] more comfortable to
give them [refers to internship placements] because it's not a cost to you. But now, [...] you're saying the industry
should also come in and chip in, then the industry will only go based on their requirement. [...] So, that is the approach
that most of the industries actually are taking.” (Table A 2.1.1, [7], pos. 18; cf. also [8]; [10]; [9])

Some of the interviewed companies which participated in the new funding scheme further
stated that while GIZ was funding the interns they were willing to take in KAM interns beyond
their actual labor requirements:

“We would bring the numbers from KAM [refers to GIZ stipend phase]. [...] If they did have ten, they wanted to bring,
we would have no issues because there was no cost implication to us.” (Table A 2.1.1, [8], pos. 101; cf. also [7]; [9])

The job retention rate of KAM interns among those eight companies remained in relative terms
after the funding switch on the same level (i.e., three companies retained a higher percentage of
interns for a job after the funding switch (cf. Appendix A2.5, Table A2.5.2, C3; C2; C1) three com-
panies retained a lower percentage (cf. Appendix A2.5, Table A2.5.2; C4; C9; C17) and two the
same percentage of interns (cf. Appendix A2.5, Table A2.5.2; C8; C14). Most companies stated
that whether they hire someone permanently depends on the performance and behavior during
the internship rather than on the fact that they invested in a stipend. Thus, since the performance
or behavior of the interns under the new funding scheme was not considerably better or worse
than under the GIZ stipend scheme, the employment outcomes remained on the same level (Ta-
ble A2.1.1, cf. [10]; [18]; [13]; [9]; [16]).

This shows that switching the funding responsibility of the stipends to the companies seems not
to have affected the interns’ employment benefits at job level relative to the total number of
internship placements. However, the implementation of the funding switch had a rather negative
influence on the sustainability of the program’s employment benefits in absolute terms. As con-
siderably fewer internships were offered, fewer graduates had the possibility to get industry ex-
posure, training experience and a chance to be retained for formal employment.

40 The data base for this assumption is only partially reliable because it could not be verified with exact
certainty how many companies were recruited to participate in the pilot of the sustainability program
and out of those, how many companies actually participated, i.e., took on interns and paid them a sti-
pend for more details).

41 The internship and job placement numbers presented in Table A2.5.2 (cf. Appendix A2.5) are only par-
tially reliable because different sources (KAM M&E records, verbal accounts of KAM/GIZ, company rec-
ords and IPA data) reported partly contradicting. Thus, it was difficult to verify which numbers are cor-
rect. To simplify the analysis always the highest recorded internship and job placement numbers per
company were compared (cf. Appendix A2.5, Table A2.5.2).
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3.84 Reasons for companies’ (non-)participation in the sustainability program

Whether a company participates in the pilot of the sustainability program is influenced by a
multitude of different and often interdependent reasons and pre-conditions at the company-
level. For the context of this report, only the companies’ main reasons for participation or non-
participation, are discussed, respectively. Additionally, in Appendix A2.6, some more detailed
observations regarding the reasons for (non-)participation of the interviewed companies as well
as some further general patterns applicable across the interviewed companies are elaborated.

The main reasons why some companies participated in the pilot and others did not, can be
clustered into two, often interdependent, categories:

a) Companies’ overall attitude towards paying stipends to (KAM) interns.

There are companies that are generally in favor of paying interns (Table A 2.1.1, cf. [6]; [7]; [17];
[9]; [16]) and then there are other companies that are, to varying degrees, against it (Table
A2.1.1,cf. [12]; [18]; [13]; [5]; [10]; [14]; [19]; [8]). The different reasons that were brought for-
ward by the interviewed companies for or against paying interns a stipend are discussed in sec-
tion 3.8.4.1. However, the attitude towards paying interns is not the only indicator that deter-
mines why some companies sustained KAM internship placements while others did not.

b) Companies’ perception of and satisfaction with former (KAM) interns.

The second category, which is often intertwined with the first one, is based on previous expe-
riences the companies made with KAM interns.s2 The individual reasons that make companies
(dis-)satisfied with the KAM interns are discussed in section 3.8.4.2. Similar to the first category,
just looking at the satisfaction with former KAM interns cannot explain participation patterns.

3.8.4.1 Companies’ motives (not) to pay stipends to interns

In the following, the general reasons that were brought forward by the interviewed companies
for or against paying interns are presented. The general reasons in favor of paying interns and
attachés can be broadly sorted into three, however not mutually exclusive, categories. The cat-
egories altruistic, self-serving and policy-related reasons are presented in Table 3.8.1.

Table 3.8.2 presents the justifications provided by the interviewed companies for not wanting
or not being able to pay stipends to interns and/or attachés. Here, the reasons can be clustered
into two broad categories, which are company-related and intern-related reasons.

The most important finding that can be deducted from Tables 3.8.1 and 3.8.2 is that companies
seem to calculate whether an investment in a stipend is beneficial for them.

42 The interviewed companies were often strongly influenced by individual positive or particularly negative
experiences with KAM interns, independent of the actual ratio of good or bad experiences they made
with all KAM interns.
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Table 3.8.1
Companies’ reasons to pay stipends to interns*

‘Altruistic reasons’
(focused on the well-being of interns/attachés)

Arguments

Quotes

Some companies argued that they give a stipend to in-
terns and/or attachés because they need a stipend to
pay for accommodation, food, and transport (Table
A2.1.1, cf. [6]; [7]; [12]; [19]; [91):

Some even emphasized that without stipends, the in-
terns would not be able to attend work or buy some-
thing to eat (Table A 2.1.1, cf. [17]; [16]; [6]):

A few companies argued that particularly interns, which
have already graduated, need a stipend urgently be-
cause they have more financial obligations than atta-
chés that still go to school (Table A 2.1.1, cf. [16]; [6]):

A few companies even saw paying a stipend as a ‘duty’
of the company, a way of giving back to interns who in-
vest their time and resources to work for the company

(Table A 2.1.1, cf. [9]; [16]; [17]):

“They stay far from their parents [...] during the [intern-
ship] period. [...] So, whatever little that you pay them
monthly, they can use that to be able to pay rent and get
something to eat.” (Table A 2.1.1, [6], pos. 265)

“We chip in [..] because sometimes [...] you become so
much [uh] interested to know really, why did you [refers
to intern] come late? Are you sick or what has hap-
pened? Only to realize that they did not have bus fare.
Or others sometimes, maybe during lunch hour, some-
body does not have money to go [...] to the cafeteria and
have something to eat.” ( Table A 2.1.1, [17], pos. 251)

“Now, for this person [refers to a graduated KAM in-
tern], [...] he has cleared school, maybe he's the head of
a family, he needs that amount to get even with his

bills.” (Table A 2.1.1, [16], pos. 276)

“These individuals have invested their time and re-
sources to study and, | mean, build capacity. These indi-
viduals have shown interest to work and [uh] make
themselves available.” (Table A 2.1.1, [16], pos. 341)

‘Self-serving reasons’
(focused on companies’ own interests)

Arguments

Quotes

Some companies argued that they pay a stipend be-
cause it motivates the interns to perform better, which
in turn is beneficial for the company (Table A 2.1.1, cf.

171; [71; [16]; [20]).

Many companies also revealed that they pay a stipend
because it is an investment that is profitable for them in
the long run (Table A 2.1.1, cf. [20]; [12]; [17]; [6]; [7];
9]; [16]):

“We [...] like to make them feel very comfortable [refers
to paying a stipend]. So that you will not have a reason
why you're not able to [...] perform, like others [uh] are
performing.” (Table A 2.1.1, [17], pos. 251).

“When you pay, you're sought to get something out of
the young man. And you get something from the young
man [...], when he gets exposed, could be he enjoys your
work environment and he [...] might want to work with
you in the future. And that is value.” (Table A 2.1.1, [20],

pos. 59).

‘Policy-related reasons’
(focused on pre-existing rules about internship payment in companies)

Arguments

Quotes

Many companies stated that stipends are paid to interns
because it is the company’s policy to do so, without
questioning the underlying reasons (Table A2.1.1, cf.
[14]; [12]; [19]; [17]; [10]; [16]; [6]):

A common justification was that a policy of paying sti-
pends was implemented by the management (Table

A2.1.1, cf. [14]; [12]; [16]):

“You know, our practice is that 1.000 [KES] are paid. Eve-
rybody, even if it's TVET [...]. This is our regiment; we
have to do that.” (Table A 2.1.1, [14], pos. 312)

“The management from some years back, they decided
to give [...], so we are just continuing that.” (Table

A2.1.1,[14], pos. 188)

Source: RWI.
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Noteworthy is that the companies cited here are not necessarily in favor of paying KAM interns. In some
cases, the interviewed companies also argued in favor of paying their ‘own’ interns/attachés but
against paying KAM interns (cf. Appendix A2.6 for more details on individual companies’ reasons for or
against participating in the new funding scheme).



Some companies regard stipends as a worthwhile investment, e.g. because it directly increases
the interns’ motivation and productivity or their willingness to work for the company in the fu-
ture (cf. Table 3.8.1; ‘self-serving reasons’), while other companies do not seem to see any value
ininterns, or at least not enough that it would justify a stipend provision. This group of companies
typically argues that interns still need to be trained, which already requires an investment from
the company’s side, or they fear that the interns will not stay at their company after the intern-
ship (cf. Table 3.8.2; ‘intern related reasons’).

This is consistent with the literature on project sustainability, in which it is argued that local
stakeholders (especially in a private sector setting) only take over the funding of an activity and,
thus, contribute to its sustainability, when they see that it is economically or financially beneficial
for them (cf. Factor S.4), or when they perceive it as otherwise useful (cf. Factor S.1).

A further important observation is that companies that are not willing to pay stipends to their
interns/attachés or that only pay a very minimal stipend can generally afford this attitude be-
cause there are many other channels through which they can recruit interns:

“We don't need to get [interns] actually from KAM, we'll get them elsewhere in the marketplace.” (Table A 2.1.1, [13
pos. 186; cf. also [14]; [18])

Most companies receive plenty of direct applications from well-educated interns/attachés that
are willing to work for free or very little pay:

“I have guys with degrees here and they're working for us with that minimum.” (Table A 2.1.1, [13], pos. 256, cf. also
[14])

Thus, even companies that depend on interns for their workforce are not forced to pay a stipend
because there are enough people willing to do an internship for no or very little pay.

However, the analysis also shows that all interviewed companies that do not pay any or only a
very small stipend# struggle with high dropout rates, especially among KAM TVET interns:

“TVET [refers to KAM interns] because they have completed their school, now they are expecting to be earning [...] and
that is the reason, they don't stay.” (Table A 2.1.1, [14], pos. 320; cf. also [15]; [5]; [16]; [13])

Consequently, these companies face higher costs in the long run because they frequently have
to re-train new interns:

“Again, [...] when that now happens [refers to the fact that interns leave after a short time], it also is a cost. [...] It will
affect production, [...] we will employ some more, we train them, before they get assimilated [...] [they] are going.”

(Table A 2.1.1, [13], pos. 343-349).

44 Among the 12 interviewed companies, five either do not pay a stipend to anyone (Table A 2.1.1, cf. [13];
[18]) or only pay small stipends to the (KAM) interns (lunch to 3.000 KES per month) (Table A 2.1.1, cf.
[5]; [16]; [14]). The other seven companies pay substantial amounts of stipends (between 8.000 KES to
15.000 KES per month) (Table A 2.1.1, cf. [12]; [19]; [17]; [9]; [10]; [8]; [6]). However, four of them do
not pay these stipends to the KAM interns (Table A 2.1.1, cf. [17]; [10]; [19]; [12]).
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Table 3.8.2

Companies’ reasons to not pay stipends to interns*

‘Company-related reasons’
(focused on companies’ (financial) abilities or attitude)

Arguments

Quotes

Analogous to the policy-related argument in Table 3.8.1, other
companies also justified not paying stipends to interns/atta-
chés with a policy related argument (cf. [18]; [13]; [8]; [5]):

When asked if it would be possible to change that policy, the
interviewees (mostly HR managers) from both camps often ar-
gued that this would be a decision that is up to the manage-

ment ( cf. [18]; [5]; [12]; [14])%:

One company argued that it would be unfair to pay a stipend
to the KAM interns, when other interns/attachés at the com-
pany are not paid (cf. [5])*:

A further argument against paying interns was that paying sti-
pends is not incorporated in the company’s budget (cf. [18];
[13]; [81):

It was also claimed that the funding switch was introduced on
such short notice that the budgets had already been pre-
planned, which left no room to include stipends ([8]; [18]; [10]):

Interestingly, only one company stated that they cannot at all
afford to pay stipends:

“Normally, in our policy [...] we don't pay stipends.” ([18], pos. 132)

“You see now, this a tall order from the management, to say that
we can afford to pay other people [...]. And the approvals are given
from the management, top management.” (Table A 2.1.1, [18],
pos. 134)

“I already have 20 attachés [...] that | am not paying a stipend. [...]
And then | have interns here that I'm told that | must pay a stipend.
You see now, it’s going to be an issue.” ([5], pos. 81-83)

“You see, [...] paying stipends [...] [t]his was not in our budget.”
([18], pos. 132)

“When you are paying, [....] then you have to pre-factor that in your
training budget at the start of the year or it eats into your budget
that you had not planned for.” ([8] pos. 69)

“This factory was close to being closed down [...]. Due to the finan-
cial situation [...] we were not in a position to pay for it” ( [5], pos.
326-328)

‘Intern-related reasons’
(focused on interns’ (ascribed) abilities or behavior)

Arguments

Quotes

Some companies argued against paying stipends because they
felt that an internship is rather about skills development and
learning and not about getting paid (cf. [5]; [18]; [14]; [19]):

Another point raised by some companies was that they already
invest their time and resources by training the interns, which
would make paying a stipend an additional burden (cf. [13];
19]; [12]):

A few companies remarked that investing in a stipend is not
beneficial for them because the work of an intern is not very

productive (cf. [10]; [13]; [12]):

Some companies stated that instead of paying an intern, they
would rather hire and pay someone with experience whom
they do not have to train (cf. [5]; [12]; [11]):

A few companies do not want to invest extra resources in in-
terns that, in their opinion, will opt for other opportunities in
the job market rather than staying in their company after the

internship (cf. [8]; [13]):

“As far as | understand, as far as an internship is concerned, it's you
are there to try and gain skills.” ([5], pos. 117)

“Don't forget one thing, [...] when we take the intern, [...] the per-
son who is training, you know, who is doing the normal work, will
not work when he is training [...]. So, there's a cost, that will be

associated with it.” ([13], pos. 167)

“It is hard [...] for a company to get [...] interns and [uh] you're pay-
ing them. They are not very much productive at that time, eh?”

([10], pos. 108)

“It's not a must that | pick [refers to KAM interns], so what do | get
from it? You know, if | want to hire, why can't | just go and hire
people with experience? And | don't have to train them. So, what
do | get, what are my benefits [laughs] in this?” ([5], pos. 225)

“Some of them [refers to the own and other companies] don't want
to incur an expense because [...] it means you’re training people for
the open job market.” ([8], pos. 75)

Note: For numbers in brackets refer to Table A 2.1.1 — Source: RWI.

45 The companies cited here are either against paying interns/attachés in general or specifically against
paying KAM interns (cf. Appendix A2.6 for more details on individual companies’ reasons for (non-)par-

ticipation in the pilot scheme).

4 |t is noteworthy that some of the HR managers that referred to management for the ultimate decision
power, said that they would personally be in favor of an introduction/ increase of stipends: “On a per-
sonal note, | think maybe the 150 [KES per day] is not very nice, being that this guy has finished school.”

(Table A 2.1.1, [16], pos. 263; cf. also [15]; [5]).

47 However, companies that do pay interns but that do not pay attachés or that pay them on different
levels said that this has not caused problems at their companies (Table A 2.1.1, cf. [8]; [6]; [17]).
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3.8.4.2 Companies’ satisfaction with (former) KAM interns

The analysis showed that five out of the 12 interviewed companies are generally very satisfied
with KAM interns (Table A 2.1.1, cf. [5]; [6]; [9]; [10]; [18]), four companies have a mixed percep-
tion of them (Table A 2.1.1, cf. [16]; [17]; [14]; [8]) and three are rather dissatisfied (Table A 2.1.1,

of. [19]; [12]; [13]).

The most relevant finding of the analysis of companies’ satisfaction with KAM interns is that
negative perceptions of KAM interns seem to outweigh positive or mixed ones. While a com-
pany’s decision to participate in the sustainability program is based on versatile motives, it is
particularly evident that especially those companies with the strongest negative perceptions are
reluctant to participate in the sustainability program (Table A 2.1.1, cf. [19]; [12]; [13]).

It is noteworthy that those companies frequently used anecdotal evidence of individual nega-
tive experiences that were then generalized to all KAM interns which influenced their perception
as well as behavior (Table A 2.1.1, cf. [19]; [12]; [13]) (cf. Appendix A2.6 for a visualization and
more detailed information).

Table 3.8.3 outlines the underlying reasons which led to companies’ dissatisfaction with KAM
interns. Negative perceptions of KAM interns are first and foremost based on soft-skills and atti-
tude issues and not on the interns’ (lack of) technical skills.

This is not to say that a lack of technical or practical skills among KAM interns was not men-
tioned in the interviews. However, almost all companies reported that a good working attitude

and soft-skills compensate the lack of such.

Table 3.8.3

Companies’ reasons for dissatisfaction with KAM interns

Reasons for dissatisfaction with KAM interns

Arguments

Quotes

Quite a few companies complained that KAM interns
(compared to attachés) are too focused on being paid
and getting a job after the internship, instead of on
learning new skills and acquiring working experience (cf.

12]; [14]; [8]; [16]):

It was also claimed that the money focus is particularly
strong among KAM interns (compared to other gradu-
ates) because KAM interns are aware that they are sup-
posed to receive a stipend (cf. [5]; [12]; [19]; [16]):

Some companies also argued that expectations of KAM
interns are too high when they start an internship, i.e.,
they expect to start at the top or expect to do ‘white-
collar work’ (cf. [19]; [12]; [17]; [16]; [13]):

A further frequent complaint was that since the KAM in-
terns are graduates from ‘tertiary’ training institutions,
they would sometimes undermine or not respect their
supervisors or other superior workers, especially those

with a lower education (cf. [12]; [17]; [13]; [16]):

“They [refers to KAM interns] were having a vision of
getting money. [...] Money, money, just money, not to
train. [...] they should come here and get experience. But
they were not in that line, they were in the line of em-
ployment and getting money.” ([14], pos. 290-292)

“I tend to think they're [refers to the KAM interns] [more]
money-driven, than skill-driven because they feel we

have the skill.” ([12], pos. 53)

“The biggest issue now, which comes with now the in-
terns, eh? [...] Now [that] there is no more support as far
as stipend is concerned. Now the students, they already
know, they already have a mentality that, if I'm going
through KAM, there's something that I'm supposed to

get.” ([5], pos. 71)

“They feel they need to be white collared; they don't feel
they need to dirty their hands. [Groans] they don't want
to work low levels, they don't understand manufactur-
ing. They really want office work, which is nine to five,

bang.” ([19], pos. 30)

“You [refers to the KAM interns] feel [uh] you're more
educated than | am, you've been placed under me, I'm
the one who is training you. [...] So, they tend to under-
mine the people that they find below them.” ([12], pos.
179)

Note: For numbers in brackets refer to Table A 2.1.1 — Source: RWI.
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On the contrary, the companies that are (rather) satisfied with former KAM interns appreciate
them exactly for qualities other companies complained about (e.g., their focus on getting em-
ployed or their soft-skills).

Table 3.8.4 describes the individual reasons brought forward by various companies that con-
tributed to a high satisfaction with KAM interns.

Table 3.8.4

Companies’ reasons for satisfaction with KAM interns

Reasons for satisfaction with KAM interns

Arguments

Quotes

Contrary to some dissatisfied companies, the satisfied
ones spoke positively about the KAM interns’ focus on
getting a job and impressing the employer (cf. [5]; [18];
6]; [15]; [10]):

Additionally, some companies declared also that in
comparison to attachés (£ students), KAM interns
would show a higher readiness for the job market and
would have better skills because they are already grad-

uated (cf. [18]; [6]; [15]; [10]):

Furthermore, the rather satisfied companies have
praised particularly the KAM interns for their mature
behavior and soft-skills (e.g., for their discipline, punc-
tuality, and work-ethic). Some ascribe this to the associ-
ation with KAM and the work-readiness training the in-
terns receive before they are matched to the companies
(cf. [6]; [10]; [15]; [18]; [5]; [11]):

“Someone who has completed [refers to graduated KAM
interns], this is someone who knows what they want in
life. And also, you know, they want to do their best be-
cause they know probably [...] | can get employed.” ([5],
pos. 51)

“There is a big advantage, like | mentioned, these are
people, who are ready for the job market. [...] So basi-
cally, you can't compare them with people, who are go-
ing on with their studies outright. They are the best [...].
So [pause, uh] | would say they are good [refers to skills],
they're better than the [uh] attachment ones.” ([18],
pos. 167)

“The main difference [refers to company-internal in-
terns] [...] for KAM, they are, you know, they've gone
through [uhm] work preparedness training. [...] The soft-
skills training, which gives the students an edge. Plus,
number two, when a student is referred by an organiza-
tional body like KAM, they know very well that [...] we
can also report any misbehaviors to KAM because they
are your main reference. So, they are more disciplined

and structured” ([6], pos. 97-99)

Note: For numbers in brackets refer to Table A 2.1.1 — Source: RWI.

Tables 3.8.3 and 3.8.4 illustrate that the satisfaction with KAM interns depends very much on
the companies’ expectations towards interns (i.e., job focus vs. learning focus) and on their indi-
vidual experiences with former KAM interns. Thus, the overall satisfaction with and impression
of KAM interns depends in many cases on individual interns the companies had the pleasure or
misfortune of meeting.

3.8.5 Research question 3 (part 2): Lessons learnt and potential solutions to enhance the

sustainability of the internship placements in the future

In section 3.7.4. lessons learnt as well as potential solutions to improve companies’ ownership
of the funding switch were discussed. Thus, this section (incl. the following two sub-sections) will
focus on the second part of the third objective and provide recommendations on how the sus-
tainability of the internship placements can be enhanced.

This is particularly important because the implementation of the funding switch had a rather
negative influence on the sustainability of the internship placements (i.e., only one third of the
companies sustained the internship placements without GIZ funding (cf. section 3.8.2)) as well
as on the program’s employment benefits (i.e., internship numbers and employment outcomes
of interns decreased among the participating companies (cf. section 3.8.3)).
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Since the sustainability program’s premise dictates that only those companies that take over
funding for the KAM interns’ stipends receive further interns through the program, it is para-
mount to increase companies’ willingness to participate in the new company-funded internship
scheme in the future.

The analysis revealed that two central categories (i.e., willingness to pay KAM interns a stipend
and their satisfaction with them) determine whether a company participated in the new funding
scheme and, thus, sustained the KAM internship placements without GIZ funding.

Strategies to increase companies’ willingness to pay stipends and their satisfaction with KAM
interns are presented in the following two sub-sections. With these recommendations at hand
the sustainability of the internship placements as well as the thereof resulting employment out-
comes may be enhanced.

3.8.5.1 Strategies to increase the companies’ willingness to pay stipends in the future
Five potential strategies to increase companies’ willingness to pay stipends were identified:

a) to set financial incentives that increase companies’ willingness to invest their own
resources.

One possibility to implement such financial incentives could be to offer commitment rewards
for taking a certain number of interns a year (e.g., in the form of a percentage off the KAM mem-
ber subscription):

“So, you see, maybe [...] they can tell the employers that, if you take on maybe more than 20 interns in a year, then
maybe you get five percent off the subscription [refers to the fee for the KAM membership subscription]. That at least
would make the employers more willing [...] to do it. Or any other [laughs] form of incentive.” (Table A 2.1.1, [5], pos.
221, 215).

Another way to incentivize companies to fund stipends could be to implement a shared pay-
ment plan for a transition period. Various companies suggested different versions of such shared
payments (Table A 2.1.1, cf. [9]; [16], [19]; [12]):

1. Splitting the stipend between the companies and KAM/GIZ through a reimbursement
programs4:
“The factories [....] pay a 100% [of the stipend] at first but then KAM does 50% reimbursement to the com-

pany [...] once the student has finished. [...] | think, it could be more successful and more sustainable than
leaving the whole of the stipend to the factories right away.” (Table A 2.1.1, [9], pos. 208-210).

2. Implementing a ‘take two interns get one free’ approach to ensure that more interns
receive practical training and industry exposure:

“Now to give these guys [refers to TVET graduates] an opportunity to train further, we can then try and
say, look, if you pick one person from here [refers to KAM program] then they [refers to KAM] are going to
give you a second one, they [refers to interns] take on the same job. [...] One they pay [refers to company]
[...] and the other one gets a stipend from KAM. [...] What has happened is, at least, even that guy has got

[uh] training.” (Table A 2.1.1, [19], pos. 106-114)

48 An advantage of a reimbursement program would be that certain conditions could be attached to the
reimbursement (e.g., companies must deliver intern numbers for monitoring purposes in a timely man-
ner).
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3. Shortening the GIZ stipend period to a ‘trial period’ after which the companies can de-
cide if they want to keep the intern and invest in a stipend:
“Sometimes as an employer, you will not invest in somebody you're not sure what they're bringing back to
you. That's why | would really appreciate, if their stipend thing [refers to GIZ stipend] could continue for a

short time span [...] don't prolong it, but just make it shorter. And then [...] you would already know if you
want to invest in them [refers to KAM interns].” (Table A 2.1.1, [12], pos 129)

Implementing the new funding scheme through some form of shared payment plan in the fu-
ture likely incentivizes more companies to participate as it diminishes the feeling among the
companies that the financial burden has been, from one day to the other, passed on to them:

“It would have made a lot more sense for the sustainability program [i.e., the funding switch] [...] to be gradual. In the
sense that if [the] industry was told, we are giving you interns but for this program to be sustainable, let's have a
matching fund, we pay 5.000 [KES], you pay 5.000 [KES]. It is a softer landing. There is more buy-in than saying, ok
10.000 [KES], do!” (Table A 2.1.1, [2], min. 01.02.16ff.)

In the sustainability literature the benefits of cost sharing schemes between donors and recipi-
ents are also emphasized — at least for a transition period. Scholars argue that in order to ensure
a project’s sustainability, local stakeholders should contribute to the best of their ability to the
project funding, while donors can provide the supplementary funding required to ensure the
most sustainable outcomes (cf. Factor S.4).

Additionally, setting such financial incentives (e.g., commitment rewards for taking a certain
number of interns a year) could also help to ensure that more companies take a larger number
of interns under the new funding scheme, which would in turn ensure higher employment out-
comes for interns:

“The company gives up something and KAM gives up something, if the numbers are to grow [refers to intern numbers].
Because if that stipend is left to the factories alone, and | have mentioned, what's gonna happen is, it's going to only
limit the numbers.” (Table A 2.1.1, [9], pos. 208)

b) to show companies that paying interns a stipend can be (economically) beneficial for
them.

The analysis showed that some companies that pay stipends to their interns/attachés do so
because they see that such an investment is profitable for them (i.e., they conduct a cost-benefit
analysis). These companies understand that stipends can - in the short term - increase interns’
motivation and productivity and - in the long term - make them more willing to work for the
company in the future (cf. section 3.8.4.1; Table 3.8.1, ‘self-serving reasons’). Thus, other more
reluctant companies should be made aware of these benefits.

c) to help companies understand that not paying stipends is associated with higher
costs for them in the long run.

Additionally, the analysis revealed that companies which do not pay a (substantial) stipend of-
ten struggled with high dropout rates, particularly of KAM interns. Consequently, these compa-
nies face higher costs in the long run because they frequently have to re-train new interns (cf.
section 3.8.4.1).

Not all interviewed companies which complained about high dropout rates seemed to be aware
of the connection between payment of stipends and intern dropout rates. Thus, raising aware-
ness about this tradeoff, might help to convince companies that neglecting to pay stipends is
associated with higher costs in the long run.
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d) to appeal to companies’ humanitarian responsibility.

A further, however, potentially less effective, strategy could be to appeal to companies’ ‘hu-
manitarian responsibility’, in the sense that interns need a stipend to be able to sustain them-
selves during the internship (e.g., to afford rent or to pay for food and transport). This could be
successful in cases where companies already have a policy of paying their ‘own’ interns/attachés
but are reluctant to take over the funding of stipends for interns coming in through the KAM
program.

e) to advertise and lobby for the funding switch with higher level management person-
nel in the companies.

Last but not least, the analysis revealed that most HR managers (which are currently KAM’s
main contact persons in the companies) often do not have the decision-making power to start or
to increase interns’ stipends. Such decisions are in most cases left to higher management per-
sonnel (e.g., managing directors, company owners or CEOs):

“You realize a HR manager does not have the ultimate decision for finances. [...] So, after they [...] commit][...] [refers
to taking interns under the new funding scheme], they have to go and talk to the boss. And the CEO might be like, we
are supposed to lower costs, not incur more costs. In that case, although they had committed, they might find it tough.”

(Table A 2.1.1, [3], min. 00.48.03ff.).

Finally, a few companies argued that (the advantages of) the KAM TVET program require(s)
more visibility and better lobbying, particularly among company managers. Company managers
would only be willing to invest in a program which they have heard ‘good things’ about (cf. [5];
[16]) (see section 3.5 for an elaboration on the programs advantages from the company point of
view).

Thus, in the future it might be more fruitful to introduce novelties, such as the funding switch,
directly to higher management personnel with financial decision-making power, instead of ad-
dressing HR managers that might or might not lobby for a takeover of the funding with their
superiors.

An opportunity to address managing directors and CEOs directly and to further lobby for the
advantages of the KAM TVET program could be at KAM’s annual general meetings (AGMs) (Table
A 2.1.1, cf. [3]). Additionally, the members of the Central Chapter Committee (CCC) could support
the lobbying for the program among higher management personnel because they are all CEOs
and/or managing directors themselves:

“If you talk from owner to owner of the business, it's [a] completely different affair, so that helps [refers to convincing
companies to participate in the new company-based funding scheme].” (Table A 2.1.1, [20], pos. 71; cf. also [5])

While the strategies provided above might be a good start to increase companies’ willingness
to pay stipends to KAM interns in the future, it should also be noted that there is only so much
KAM or GIZ can do if some companies are not willing to pay their interns.

Some of the interviewed companies that were strongly against paying KAM interns a stipend
would have continued to take them in, either if the GIZ stipend returned or if they were allowed
to take interns without paying them (Table A 2.1.1, cf. [18]; [12]). Therefore, if the sole objective
of the program was to continue internship placement activities under the KAM TVET program,
then it could be considered to allow companies to offer internships without paying stipends. If
this was allowed, probably more companies would sustain the internship placements at their
premises and more interns would benefit from training experiences and industry exposure.

105



However, this would mean that only interns who can afford to finance themselves or that have
parents/guardians who can support them can participate in the program. This was the case in
one company that received KAM interns under the new company-based payment scheme but
that did (against the actual rules) not provide them with any monetary stipend:

“I normally tell them from day one: Just know that we do not offer any stipend’. And some of them, they will be like:
‘Ok, then | cannot [uh] I'm sorry, but it would not be easy for me’. And you just understand. But for some they’re like:
‘That's fine, | live around so that's fine with me’. [....] Or they say: ‘It's ok I've already communicated to my guardian
and they’re ok with just giving me the allowance as if | was in school’” (Table A 2.1.1, [5], pos. 99-105)

Thus, it should be very carefully considered whether the payment premise of the sustainability
program should be lifted in the future.

3.8.5.2 Strategies to increase companies’ satisfaction with KAM interns

To increase the sustainability of the internship placements, it is also essential to increase com-
panies’ satisfaction with KAM interns. The analysis showed that those companies which were
dissatisfied with former KAM interns were also not willing to take in KAM interns under the new
funding scheme. As the companies’ satisfaction with and their perception of KAM interns was
mostly concerned with the interns’ soft-skills, improvements should start there (cf. section
3.8.4.2).

Four potential strategies to improve companies’ satisfaction with KAM interns were identified:

a) toincrease the frequency and improve the content of the already existing ‘work-read-
iness trainings’ in regard to soft-skills training and expectation management.

The project already offers short (two to three days) ‘work-readiness trainings’, which include
soft-skills and career training components, before KAM interns are placed. (cf. section 3.2). How-
ever, despite the previous training, some companies were still dissatisfied with the soft-skills of
KAM interns (cf. section 3.8.4.2) and requested to prolong the work-readiness trainings and to
and to improve their content (Table A 2.1.1, cf. [12]; [13]).

Some of the interviewed companies suggested that the work-readiness trainings should focus
more on topics such as discipline, punctuality, communication, pro-activeness, and general be-
havior in the workplace:

“What KAM should take up is [uh] they need to train this people [refers to KAM interns] [...] in terms of [...] [work]
ethics, [...] personal grooming, hygiene, discipline, punctuality [...] because the employer will mainly give them skills in
terms of work. [...] if you have a disciplined person, you will be able to invest more time, not in disciplining them, but in
improving their skills on a day-to-day base.” (Table A 2.1.1, [12], pos. 243; cf. also [5]; [13]).

Other companies argued that sensitizing interns in regard to their general attitude or mindset
would be even more important than soft-skills training (Table A 2.1.1, cf. [17]; [6]; [13]; [14]).
According to the interviewed companies, the interns’ sensitization should be particularly focused
on the following areas:

1. Interns should understand that internships are more about learning and gaining expe-
rience but not about getting paid:

“At the back of their minds, they need to know, we're not just here for the stipend, it is more than that. It

is learning.” (Table A 2.1.1, [12], pos. 207; cf. also [14]; [16]; [19])

2. Interns should be advised that they cannot expect to start working in a high-level posi-
tion and that unpopular tasks will have to be completed:
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“Before dispatching a team [refers to KAM interns being sent on internships], prep them. [...] introduce
themto [...] workplace issues. [...] show them people lifting things at [the] workplace [...]. Show them people
cleaning [the] workplace [...]. You don't just come from the university and you become the head of the
engineering division. [...] So, that aspect is what we need to inculcate in our graduates.” (Table A2.1.1,

16], pos. 321-325; [12])

3. Interns should be made aware that working in manufacturing companies is not a white-
collar job:
“Where maybe | thought KAM and GIZ could chip in is [...] they have not prepared them what to expect on
the job market or at the industry. [...] These people [refers to KAM interns] are actually prepared for white-
collar jobs. [...] But coming to be employed in an industry like here, the environment is completely, totally

very different.” (Table A 2.1.1, [13], pos. 138-140; cf. also [19])

4, Interns should be taught that they must respect their supervisors and co-workers, par-
ticularly those that are less educated than the TVET graduates:
“Advise them [refers to KAM interns] when you go there [refers to an internship in a company] [...] teach

other people to [...] behave well, respect old age, even if you find somebody is a cleaner and he never went
to school, respect him!” (Table A 2.1.1, [17], pos. 284; cf. also [12]; [13]; [20])

5. Interns should be prepared that formal job opportunities in manufacturing companies
are rare and that most of them will have to rely on the skills acquired during the intern-
ship to start their own businesses:

“They [refers to interns] also should be made to understand that [...] 70% of the economy is supported by

SME's, you expect [...] 70% of them will be assimilated in th[at] kind of environments. This is [uh] the link
that KAM should come up with and also explain to them.” (Table A 2.1.1, [13], pos. 149; cf. also [17]; [15];

[20])
b) to increase the awareness about the work-readiness trainings among companies.

Not only the contents of work-readiness trainings but also the awareness about them among
companies should be improved. Companies that were aware of the work-readiness trainings were
generally more satisfied with KAM interns’ behavior and soft-skills (Table A 2.1.1, cf. [6]: [10]; [5]:
[18]; [20]), whereas most companies that complained about the lack of soft-skills among KAM interns
were not aware of the trainings (Table A 2.1.1, cf. [13]; [12]; [17]: [16]). Therefore, raising the aware-
ness about the training could positively influence the companies’ perception of the interns’ be-
havior and soft-skills.

c) to involve the companies in the work-readiness trainings.

Some companies offered to participate in the soft-skills or expectation management trainings.
For example, some companies offered present their expectations at work readiness trainings:

“During the training, during the three days training [refers to work-readiness training]. Probably the industries can be
given a session on the last day of the training because they know exactly what is happening on the ground. [...] let's
say, for example, [...] we get our engineer to come and talk to the students during the job readiness workshop, | think
the students will connect.” (Table A 2.1.1, [6], pos. 279; cf. also [16]; [17]).

d) to establish peer-learning events for new interns.

Finally, a further suggestion was to establish peer-learning events where successful interns that
have received a permanent position after an internship are invited to the work readiness train-
ings to share their experiences with future and current interns:

“Let people learn from the experiences made because [...] those who have succeeded [can share] success stories.” (Ta-

ble A 2.1.1, [16], pos. 359; cf. also [6]; [17]).
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In conclusion, focusing on increasing the soft-skills and managing the expectations of interns as
well as raising the awareness about the already existing work-readiness trainings might increase
the companies’ willingness to take in KAM interns under the new funding scheme in the future,
which in turn improves the sustainability of internship placements.

The analysis has also shown that most interviewed companies value good soft-skills, the will-
ingness to learn, as well as respectful conduct during internships at least as much as technical
performance when they decide about retaining interns for a formal position (Table A 2.1.1, cf.
[12]; [15]; [18]; [5]; [16]; [17]; [6]; [14]; [10]; [9]). Thus, improving soft-skills and the attitude of
future interns potentially enhances retention rates and future employment outcomes of partici-
pants as well.

3.9 Evaluation of ownership and sustainability at project level

While the project itself was not the primary unit of analysis of this research, ownership and
particularly sustainability at project level (i.e., at the level of KAM and GIZ) have nonetheless
meaningful implications for the findings discussed in the previous sections.

3.9.1 Ownership at project level

Ownership of a project is not always concentrated on one individual stakeholder but can also
be shared (to varying degrees) by different stakeholders, even between donors and recipients
(Edgren 2003; Olsson et al. 2008).

In the case of the analysis of the KAM project, the companies are considered as the primary
stakeholders (which have ownership of the internship placements at their companies), but they
share the ownership of the project in general with KAM and GIZ. Both KAM and GIZ seem com-
mitted to the project and stand behind its objectives. Further, KAM takes full responsibility for
and has control over the implementation of the project, which is in line with the core character-
istics of ownership (Table A 2.1.1, cf. [1]; [2]; [4]). Ownership of a national stakeholder like KAM
is particularly important, because they can ensure the continuation of project activities in the
future.

Equally, GIZ and KAM seem to have ownership of the sustainability program component (i.e.,
the pilot program of the funding switch). Both developed the pilot scheme together and both
stand behind the idea and are committed to its implementation. In general, they evaluate the
pilot scheme positively and are convinced of its eventual success, despite concerns about low
placement numbers so far and the way the implementation took place (Table A 2.1.1, cf. [1]; [2];
[31; [4]).

A shared ownership of different program components is possible in this case because roles and
responsibilities for the different components are clearly defined (cf. Factor 0.12). GIZ is respon-
sible for funding and oversight of the project, KAM is responsible for project implementation
(e.g., allocation of interns to companies) and the companies have full rein over the design and
implementation of the internships at their premises (cf. section 3.2). This is an excellent example
of how shared ownership of a project can be managed.

3.9.2 Sustainability at project level

Evaluating the sustainability of the whole project, i.e., not only the continuation of internship
placements at company level but the continuation of higher-level project activities that enable
the internships to take place (e.g. matching of interns and companies), has important implica-
tions for the overall findings of this report. In the project sustainability literature, a development
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project is considered sustainable, when there is a “continuation of benefits from [...] [the] inter-
vention after major development assistance has been completed” (OECD 2002, 36). This defini-
tion implies that the benefits (here internship opportunities & employment outcomes) for the
chosen group of beneficiaries (here TVET graduates) must continue after donor assistance ends.
Following this definition, for benefits to be sustained, the relevant project activities that enable
the existence of benefits (here selection of TVET graduates at VTls and matching of potential
interns and companies) must continue as well (cf. Okun 2009; Oino et al. 2015; Kuria and
Wanyoike 2016; Cekan 2016b).#

The evaluation of the sustainability of the whole project, revealed that GIZ and KAM have suc-
ceeded in providing a good basis for ensuring project sustainability once GIZ's participation in
the project comes to an end.

For example, the project was incorporated into existing institutional and administrative struc-
tures of KAM and the companies. Furthermore, management and implementation of the project
is largely left to the local implementing agency KAM, whereas GIZ supports the implementation
through capacity building and technical expertise to ensure that KAM has the necessary abilities
to carry out the implementation (Table A 2.1.1, cf. [1]; [2]; [3]; [4]). Thus, if KAM decides to con-
tinue the project activities after GIZ withdraws, they would have the abilities to do so without
significantly weakening the project activities. With the implementation of the sustainability pro-
gram (i.e., the funding switch), sustainability became a key objective of the project (at least on
company level) and the commissioning this sustainability assessment reaffirmed the willingness
to achieve project sustainability.

However, while these are important pre-conditions for sustainability, there is also a central
short coming that impinges on the future sustainability of the overall project.

Currently, the project seems to have no exit strategy at project level when GIZ withdraws its
funds. While the pilot of the sustainability program (i.e., the funding switch) is indeed a ‘sustain-
ability strategy’, it is only focused on ensuring sustainability of the internship placements at com-
pany level. However, there seems to be no plan how a continuation of the relevant project activ-
ities can be facilitated once the project ends and GIZ stops funding KAM’s work. Other than as-
sumed by GIZ (Table A 2.1.1, cf. [1]), this research has shown that the KAM project implementa-
tion team would currently not be able to continue its work (i.e., selection and placement of in-
terns) without GIZ funding (Table A 2.1.1, cf. [2]).

Thus, as long as no (sustainability) strategy is implemented that ensures funding to continue
the relevant project activities (i.e., matching of interns and companies; selection of interns at
training institutions) after GIZ withdraws, the benefits for the chosen group of beneficiaries (here
TVET graduates) will not be sustained at the end of the next project phase. This would make the
project unsustainable - no matter whether the companies would be willing to fund stipends for
the interns or not. Consequently, not only should the sustainability of the internship placements
be enhanced in the future, but also the sustainability of the overall project, because the former
is irrelevant without the latter.

49 Noteworthy is here that sustainability can have different dimensions. The focus of this section lies on
sustainability at project level (i.e., it is evaluated whether the project and its activities are sustained).
As discussed in section 3.8.1, sustainability can also occur at the individual level of the beneficiaries that
already profited from an intervention. Following an individual definition of sustainability benefits may
be sustained over a lifetime (here: improved employability of TVET graduates and long-term formal
employment).

109



3.93 Comparison of sustainability success factors to research findings on sustainability

In the following, the success factors on sustainability which were presented in section 3.4 are
compared to the research findings on the sustainability of the project in general.

Table 3.9.1 compares the relevant sustainability success factors to the research findings and
provides a clear overview on aspects that are in accordance with recommendations from the
literature to promote sustainability as well as on aspects that have potential for improvement.

Table 3.9.1
Comparison of sustainability success factors to research findings on sustainability

Sustainability success factors Application of sustainability success factors to research context

At project level

Incorporating projects/pro-
ject activities into local

By building the project activities on existing administrative and management
structures within KAM (i.e., the Chapter structure) and within companies (i.e.,

56 structures, values and pre-existing internship programs), the project built a good basis for achieving pro-
knowledge ject sustainability.
As suggested in the literature, the management and implementation of the pro-

Local leadership and man- ject is largely left to the local implementing agency KAM. Thus, after GIZ with-
S.7 agement of projects/activi- draws, KAM has the necessary knowledge to continue the project implementa-

ties should be encouraged tion, which means the project activities have a good prospect to become sustain-

able after donor withdrawal.

Capacity building for local By supporting the implementation of the project through capacity building, GIZ
S.8  stakeholders to ensure sus- ensures that KAM has the necessary abilities to sustain the project activities after

tainability GIZ withdraws.

Regular sustainability as- Regular sustainability assessments that go beyond the normal monitoring and
$.10 sessments are helpful to evaluation activities are recommended in the literature to identify deficiencies
== plan for and enhance future and develop an action plan for sustainability. The project followed that recom-

sustainability mendation by commissioning this research.

In the literature, implementing ‘sustainability strategies’ is regarded as a key for
. . sustainability. By implementing the funding switch to ensure that the internship

IrT1'pIementat~|on of sus?alna- activities would still be funded once GIZ withdraws, sustainability became a key
s11 bility strategles and exit objective on company level.
=== plan for project phase-out

However, the project lacks an exit strategy at project level, which ensures a phase-

out of GIZ's involvement and a takeover by KAM or any other stakeholder that

continues to fund the implementation of the project activities.

By switching the funding responsibility of the stipends to the companies, the pro-

ject took a major step to ensure sustainability of the internship placement activi-
. . . ties after donor withdrawal.

Ensuring a continuation of
S.12  funding is essential for pro- . . .

ject sustainability HoweV(.er., .the prOJe.c.t has yet to ensure a .contlnued fundlng of t.he relevant pro-

ject activities (specifically of KAM’s work, i.e., the whole project implementation)

after GIZ withdraws from the project. Ensuring a continuation of funding is re-

garded as one of the most central components to ensure project sustainability.
Relationships between different stakeholders

Close coordination and A close coordination and a shared understanding of project objectives between
.13 shared understanding be- the donor and implementing agency are regarded as helpful for sustainability.
=== tween all stakeholders in- This seems to be the case here since new activities (such as the pilot of the funding

volved switch) are negotiated and discussed jointly between GIZ and KAM.

Wider networks and part- 2¥l?1ter7<dAu|\c/|mcgh;hi prcgect tq county gqvernmhents apd includingg in tse.sjgquas
14 nerships should be built to pter Committee meetings, the project managed to build wider

ensure project sustainability

networks and partnerships with relevant stakeholders that can potentially sup-
port the sustainability of the project.

Legend: P 2 project fulfilled sustainability recommendations; O£ project failed to fulfill sustain-
ability recommendations - Source: RWI.
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3.94 Lessons learnt and potential solutions to enhance sustainability at project level

To ensure that the relevant project activities can be sustained after GIZ withdraws, an exit strat-
egy at project level must be developed that includes a plan on how continuous project funding
can be ensured. Only then can the benefits for the target population (here the employment ben-
efits for the interns) be sustained.

In the literature, the implementation of exit strategies for local takeover as well as the devel-
opment of a plan to ensure the continuation of project funding after project phase-out it is re-
garded as key to ensure project sustainability (cf. Factor S.11 and Factor S.12). Different studies
suggest various possibilities to ensure a continuation of project funding. For example, it is sug-
gested to raise funding at the national level of recipient countries (e.g., from governments), from
partner organizations (e.g., local implementing organizations) or from local stakeholders or end-
users of the project itself (cf. Factor S.12).

However, the analysis indicated that it is unlikely that the required funding (which includes as-
pects like financing a team that facilitates the selection of interns as well as the matching of
companies and interns) can be raised from the internship offering companies because many
companies could not even be convinced to take over the funding of internship stipends.

Thus, other possibilities such as increasing KAM member fees or convincing KAM to continue
the project funding need to be explored. As a last resort, if no further funding can be ensured,
enhancing bilateral connections between training institutions and companies (without involving
KAM) could be a possibility to ensure the sustainability of employment benefits for interns (Table

A2.1.1, cf. [3]; [6]).
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4 Quantitative Evaluation of the RtW program

4.1 The Ready to Work Program

ReadytoWork (RtW) is an employment promoting program supported by E4D that seeks to re-
duce the skills gap in the local workforce in natural resource-based industries and related sectors
in Eastern Africa by preparing youth for the world of work and easing the education to employ-
ment transition. In a two-day training youths learn essential life skills that prepare them to enter
the job market. Subsequently, they are linked to companies for industry exposure via internships.
E4D partners with private sector firms and local industry organizations to implement the program
in the target countries. Work-readiness programs have been implemented in Kenya, Mozam-
bique, Tanzania and Uganda.

The RtW program evaluated in this chapter was launched in Uganda in 2016 in partnership with
the Absa Bank Uganda Limited (Absa Bank, formerly called Barclays Bank Uganda Limited) and
the Uganda Manufacturers Association (UMA). The program targeted students in their final year
at selected vocational training institutes (VTIs) and technical colleges (TCs).

Absa Bank conducted a training of trainers in work readiness with teachers at the selected
schools in all four regions of Uganda and supported the implementation of RtW trainings with
students. RtW trainings lasted two days and covered sections on work, people, money, and en-
trepreneurship skills. Among other things this included resumé preparation, interviewing skills,
communication skills, appropriate behavioral attitudes in the workplace, and work ethics. Stu-
dents could participate in the RtW training on a voluntary basis. Upon completion of the RtW
training, participants received a certificate by Absa Bank. The RtW trainings took place in partic-
ipating schools and the schools were flexible to conduct RtW trainings through the trained teach-
ers at times of their convenience and as many as wished or required. At all schools in which
teachers were trained RtW trainings were conducted. The participating schools are described in
more detail in section 4.4.

Subsequent to the RtW training, UMA facilitated internship placements of the trained students
with UMA member companies and in some cases students were even directly offered a job by
UMA member companies. The matching of students to companies was achieved either through
a job fair organized by UMA in which students and member companies could participate or, al-
ternatively, companies could file individual requests for interns or staff. For the second alterna-
tive, companies indicated their preferences for the candidate’s skill set and UMA then identified
trained students who matched the requested profile and encouraged them to apply for the po-
sition. In both matching processes candidates went through a regular selection procedure and
could be rejected by the company after all.

The matching process followed a needs-based approach, which had multiple implications for
the coverage and selection of beneficiaries and the timing of the program roll-out. First, not all
students that completed the RtW training were placed in internships or jobs because not all stu-
dents were offered a position and some students who have been offered a position rejected it.
Reasons to reject positions included workplaces being located too far away from residences or
transport and opportunity costs were perceived as too high. Second, and closely related to the
first point, internship placements were based on merit or skills, such that, among trained stu-
dents, potentially those, who had better labor market prospects already, were placed in intern-
ships or jobs by UMA. Third, internship placements did not immediately follow the RtW training
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or graduation from the respective VTl or TC. Fourth, the length of internships differed across
participants. Points three and four suggest considerable heterogeneity in the time of program
completion. A more detailed description of the sample and timing of internships follows in sec-
tions 4.4 and 4.5.

Throughout this report chapter we refer to the two-day skills training as the RtW training and
the internship and job placements facilitated through UMA as internship placements because
direct job placements were less common and the program had been designed as an internship
matching, but not a job placement program. The overall program, including both components,
i.e., the training and placement (although not everyone completed an internship placement), is
referred to as the RtW program.

4.2 Research Questions

The main objective of the impact evaluation of the RtW program is to understand and measure
how the RtW program has improved labor market outcomes of graduates of VTls and TCs.

Because the RtW program consisted of two components — the first being the RtW training itself
and the second being internship placements with UMA member companies — the response to
this research question requires to acknowledge the distinct effect mechanisms of the two com-
ponents.

A priori, the main impact on employment and labor market outcomes was expected to arise
from the internship placement component because the RtW training lasted two days only, in
which multiple important soft and life skills topics were raised but not intensively trained. In
contrast, the internship placements linked beneficiaries to potential employers and offered in-
dustry exposure for several months. Therefore, the internship placement component offered
greater potential to gain practical skills and experience, thereby bridging the skills that are de-
manded by employers and offered by young graduates, which is often referred to as the skills
gap and considered a major challenge for youth employment in Eastern Africa.

In light of the particular interest in the impact of the internship placement program, the re-
search questions can be more specifically posed as:

(RQ#1) What are the gains in employment and earnings for vocational training graduates
from participating in the RtW training and internship placement with UMA com-
panies?

- (RtW training + UMA internship) vs. (no treatment)

(RQ#2) What are the gains in employment and earnings for vocational training graduates
from an internship placement with UMA companies in addition to participation in
the RtW training?

- (RtW training + UMA internship) vs. (RtW training)

RQ#1 tackles the effect of completing both program components in comparison to not partici-
pating in the RtW program at all. It disregards the effects of only participating in the RtW training
and, therefore, RQ#1 should not be confused with the overall RtW program impact which would
be a mix of the impact of only participating in the RtW training and participating in both the RtW
training and internship placements.

RQ#2 intends to isolate the placement effect from the RtW training effect and to measure the
additional impact of participating in an internship placement beyond potential benefits from the
RtW training alone. It is important to note that the additional gain from internship placements
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can be different to the pure internship placement effect if participants had only been placed in
internships but not trained. This is because interaction effects between the training and the
placement are likely to occur which is also the reason why the program had been designed in this
two-component structure. To see this, consider the following theory of thought: The probability
of being retained after an internship was completed may be higher for individuals who have pre-
viously been trained in work ethics and have behaved in accordance with these ethics during
their internship in comparison to individuals who have not been trained in work ethics and there-
fore did not behave as it would have been appreciated by the employer.

4.3 Research design

Rigorous impact evaluation is the measurement of changes in relevant indicators, e.g., employ-
ment, that can be causally attributed to a policy intervention. At the heart of rigorous impact
evaluation is the counterfactual problem, which is that it is unknown what would have happened
to the respective beneficiary group in the absence of the intervention or policy program. The
counterfactual problem makes it inherently difficult to causally attribute changes in relevant out-
come indicators to the considered program. In order to emulate counterfactual scenarios, spe-
cific research designs and estimation methods are used to establish causality of program impacts.

The estimation methods used for the RtW program evaluation to emulate such a counterfactual
scenario are introduced in this section and make use of recent vocational training graduates who
did not participate in the RtW program as a comparison group for RQ#1 and beneficiaries who
only participated in the RtW training but not in internship placements as a comparison group for
RQ#2.

4.3.1 Estimation methods

For the purpose of measuring RtW program impacts a survey of 1,466 former vocational train-
ing students, who graduated from VTls in November 2019 or from TCs in May 2019, was con-
ducted in February 2020. The survey included graduates from schools that participated in the
RtW program and schools that were not part of the RtW program. Thus, the evaluation sample
consisted of four groups of participants:

1. beneficiaries at RtW schools who participated in the RtW training and internship place-
ments,

2. beneficiaries at RtW schools who participated in the RtW training but not in an intern-
ship placement,

3. non-beneficiaries at RtW schools, and

4. non-beneficiaries at non-RtW schools.

For the estimation of program impacts, the first group is considered the treatment group and
the latter three groups constitute comparisons group. Specifically, groups three and four consti-
tute the comparison (or control) group for RQ#1 and group two the comparison group for RQ#2.

The final sample comprised nine RtW schools (= treatment schools) and seven non-RtW schools
(= control schools).’° Treatment and control schools were present in urban and rural areas as well
as in all four Ugandan regions, except for the Northern region where only one TC, which partici-
pated in the RtW program, was located (Figure 4.3.1).

%0 Qriginally, we had planned to recruit nine control schools, but two control schools did not provide us
with necessary contact details.
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Figure 4.3.1
Map of Uganda with locations of study schools

Northern
region
Lira
Eastern
region
Mbdle
Central
Western region nga
region * e
g Kampala J":'Ja
Mbarara

°

e Control schools (7) RtW schools (9)

Source: Own illustration.

As described in section 4.1, participation in the RtW program did not follow a random allocation
but final year students could decide individually whether they wanted to participate in the RtW
training. Further, internship placements were driven by companies’ needs and followed a stand-
ard selection procedure based on skills and merit. In consequence, RtW beneficiaries who were
placed in internships, RtW beneficiaries who only participated in the RtW training, and non-RtW
beneficiaries may differ in ways that affect job search and employment outcomes, which is im-
portant for constructing an adequate counterfactual.

To illustrate this point, consider a scenario in which graduates who already had secured a job
for after their graduation decide not to participate in the RtW program whereas graduates who
are less certain about their employment prospects do participate. If the employment outcomes
of these two groups were compared in early 2020, the measured program impact may be nega-
tive or at least downward biased just because beneficiaries and non-beneficiaries are not com-
parable as easy as that. Further, among RtW beneficiaries, graduates who are being placed in
internships potentially have better labor market prospects than RtW beneficiaries who were only
trained, which is also the reason they were selected for the internship in the first place. Thus,
measured positive program effects may stem from the placed beneficiaries’ labor market ad-
vantage, but do not or at least not fully stem from RtW’s positive program impact. Failures to
account for these differences in treatment and control group can lead to biased impact estima-
tions and erroneous conclusions.

In order to make the treatment and control groups comparable, linear multivariable regression
models are used which control for background characteristics of participants that are expected
to drive the decision to participate in RtW as well as labor market outcomes. These include, for

115



example, demographic and socioeconomic status variables such as age, gender, graduation from
a certificate or diploma level vocational training, trades studied during the vocational training,
type and location of school attended (e.g., VTl or TC), household wealth, and education levels of
male and female household heads, but also the respective outcome variable measured a year
prior to the survey in February 2019. Controlling for pre-intervention outcomes (i.e., the respec-
tive outcome in February 2019) is similar to employing a difference-in-differences method but
has the statistical advantage of being more efficient than the classical difference-in-differences
interaction model approach.sv52 In addition, the estimation strategy does not rely solely on pre-
intervention employment outcomes as some difference-in-differences analyses do, but also con-
trols for the sociodemographic background characteristics listed above.53

To check the robustness of the estimated program impact, a second estimation method, called
Double Machine Learning, was employed. Compared to the multivariable regression approach,
in which the researcher decides to include control variables on theoretical grounds, the Double
Machine Learning approach selects relevant control variables from a list of variables that all could
potentially be included in the estimation model using a machine learning algorithm. Hence, the
estimation model is not specified through the researcher's individual decision but instead a data
driven approach is used to adequately model the counterfactual problem. The Double Machine
Learning method uses Least Absolute Shrinkage and Selection Operator (LASSO) regressions, a
penalized regression method that selects only relevant variables that strongly predict both the
participation in RtW and the outcome variable.>* Once control variables have been selected
based on the machine learning algorithm, the RtW program effects are estimated using the se-
lected control variables in a multivariable regression estimation.

Because the results and implications of the Double Machine Learning approach are similar to
those based on the linear multivariable regression, they are not presented in the main text but
in Appendix A3.2.

51 Difference-in-differences is an econometric method to measure the impact of an intervention or policy
program by comparing the average change over time in the outcome variable, e.g., employment status,
for the treatment group with the average change over time in the outcome variable for the control
group. The key assumption of this method is that the change over time in the outcome variable for the
treatment group would have been the same as the change over time in the outcome variable for the
control group in the absence of the intervention or policy program. This method thus relies on the ob-
served outcome variables and, in the case of the RtW impact evaluation, assumes that pre-intervention
outcomes reflect participants labor market potential.

52 The efficiency of an estimator refers to the variance of the estimate and, thus, estimates based on more
efficient estimators are more precisely measured (while the point estimate based on the two estimators
is the same).

53 The difference-in-differences approach assumes that selection into treatment can be captured through
pre-intervention employment outcomes and parallel trends in the outcome variable in the absence of
the intervention. However, this assumption would be wrong in a sample of students whose baseline
employment outcomes are not representative for their full labor market potential because at this time
they did not enter the labor market yet. Hence, the required parallel trend assumption likely does not
hold.

54 |ASSO regressions include a penalty parameter that shrinks coefficient towards zero and set coefficients
of irrelevant variables to zero. This procedure allows LASSO to perform variable selection.
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4.3.2 COVID-19 and the timing of data collection

The data collection schedule originally planned in 2019 differed from the one eventually imple-
mented in 2020. The research design was developed prior to the outbreak of the coronavirus
2019 pandemic (COVID-19) and had foreseen to conduct two surveys - one in mid-2019 during
participants final year of education and one in late-2020. However, due to delays in ethical clear-
ance and difficulties in the recruitment of participants at non-RtW schools, data were collected
just before the outbreak of the COVID-19 pandemic in February 2020 for the first time, and the
second survey was cancelled due to the COVID-19 pandemic. The decision to cancel the second
survey followed an assessment which weighted the survey’s monetary costs against the benefits
of collecting employment data that were expected to be severely affected by the pandemic.

As a result of the cancellation of the second survey, the impact evaluation fully relies on data
collected in February 2020 and can only measure short-term employment effects as participants
had only graduated in 2019 and internship placements typically followed graduation. The esti-
mation sample even includes some beneficiaries who are still in UMA internships at the time of
the survey or who have completed internships just shortly prior to the survey (see section 4.4.3
for a detailed analysis). In addition, irrespective of the RtW program, there was overall little time
between graduation and data collection for study participants to successfully search for a job. In
consequence, potential positive program impacts may have not been materialized at the time of
the survey and the measured short-term effects may not reflect the full potential of the RtW
program to improve labor market outcomes.

The implications of the cancellation of the second survey potentially differ by participants’ date
of graduation from their respective VTl or TC. TC students as well as students at the VTIs YMCA,
and YWCA graduated in May 2019, whereas students at other VTIs graduated in November 2019.
Both VTIs and TCs offer technical and vocational certificate level and diploma level tertiary edu-
cation. In comparison to VTls, TCs are national public schools with a focus on engineering trades
and a more renowned reputation.

Participants who graduated in May typically participated in the RtW training earlier and were
also placed earlier in internships (details on the timing of RtW trainings, internship placements
and the survey are presented in section 4.4.3Because in this subsample of early graduates po-
tential program impacts had more time to materialize, the main estimation results of the RtW
program impact are therefore presented for the subsample of participants who graduated in
May 2019 in addition to the results for the full sample.

An additional important implication of the cancellation of the second survey is that some infor-
mation that were scheduled to be collected during the follow-up survey in 2020 could not be
collected. This includes mostly information on internship placements - such as satisfaction with
and learning outcomes of the placements -, details on the job search, and information on key
educational outcomes - such as the final grade point average. The final grade point average was
oftentimes not available yet at the time of the first survey but may had been relevant for individ-
uals to decide whether they participate in the RtW program and, therefore, could have been
used to model the counterfactual.
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433 The pre-COVID-19 research design

The estimation methods originally proposed and planned for in early 2019 differ from the esti-
mation method used and presented in section 4.3.1. The proposed methods comprised a mixed
design that combined statistical matching with a difference-in-differences estimation strategy.

In a first step and based on data collected in 2019, RtW beneficiaries and non-beneficiaries at
RtW schools would have been matched to students with similar attributes and background char-
acteristics (e.g., trades, school performance, socioeconomic status etc.) at non-RtW schools in
order to generate hypothetical beneficiary and non-beneficiary groups of students at non-RtW
schools. In a second step and based on data collected in late 2020, the employment and income
outcomes of these actual and hypothetical beneficiary (treatment) and non-beneficiary (control)
groups at treatment and control schools would have been compared in a difference-in-differ-
ences analysis to estimate the RtW program impact and answer RQ#1 and RQ#2. Appendix Fig-
ures A3.1.1 and A3.1.2 illustrate the mixed approach of statistical matching and difference-in-
differences estimation.

This original research design could not be implemented mainly because of difficulties in the
recruitment of participants at non-RtW schools as well as particularly low response rates among
participants at non-RtW schools. Out of 1,466 successfully completed interviews only 153 inter-
views were completed at non-RtW schools. The matching process, upon which the cohort differ-
ence-in-differences estimation hinges, became unfeasible as it requires a large sample size of
comparison group participants.

434 Outcome indicators

The objective of the RtW program is to improve labor market prospects and outcomes of young
people in Uganda. As such, the primary outcomes of this impact assessment constitute direct
employment benefits, which include different forms of measuring employment status and earn-
ings.

The different employment measures are dichotomous variables (1 if employed, 0 if unem-
ployed) and include the following indicators:

1. Employment status, which is defined as any paid work. It includes self-employment
and excludes paid internships.

2. Decent employment, which is defined as paid work of at least 20 hours per week that
earns at least 148,000 UGX per month. It includes self-employment and excludes paid
internships.

3. Self-employment, which is defined as any own-account work or own business.

4, Job with contract, which relies on the respondents’ answer to whether he or she had
a contract with the employer (excluding internships).

5. Formal employment, which relies on guidelines of the United Nation’s International
Labor Organization on measuring informality based on the 15th and 17th International
Conference of Labour Statisticians (International Labour Organization 2009, 2013). A
person who works for someone else with pay and receives at least one of thirteen ben-
efits (e.g., paid sick leave, insurance, social security etc.) or pays taxes is considered to
have a formal job (excluding internships). Self-employment is considered formal if the
enterprise is registered or taxes on earnings were paid.
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The income measures assessed include:

1. Total income in UGX, which is the sum of earnings from all paid work for participants
who have paid work and zero for participants who do not have paid work (internships
are not considered work).

2. Total income among employed in UGX, which is the sum of earnings from all paid work
for participants who have paid work (internships are not considered work; estimation
sample excludes those without paid work).

3. Hourly wage among employed in UGX, which is the average hourly wage rate or earn-
ings from all paid work for those who have paid work (internships are not considered
work; estimation sample excludes those without paid work).

In addition to employment status and earnings, also working hours and hourly wages were as-
sessed in order to fully understand the relationship between total income and wages. Specifi-
cally, the following two outcome indicators were used:

1. Total number of hours worked, which is the sum of hours worked per month in all paid
jobs for participants who have paid work and zero for participants who do not have
paid work.

2. Total number of hours worked among employed, which is the sum of hours worked

per month in all paid jobs for participants who have paid work (estimation sample ex-
cludes those without paid work).

In addition to employment and earnings, the following secondary outcomes were assessed:
Employment aspirations in the short term:

- Employment aspirations in the short term, which is the response to the question “How
optimistic are you that you will have work in the short term, i.e., during the next
12 months?” on a scale from 1 (not optimistic at all) to 5 (very optimistic).

- Income aspirations in the short term, which is the response to the question “How much
do you aim to earn monthly from that work?”

Employment aspirations in the long term:

- Employment aspirations in the long term, which is the response to the question “How
optimistic are you in finding work that satisfies your expectations in terms of tasks and
salary in the long term, i.e., after 12 months from now?” on a scale from 1 (not opti-
mistic at all) to 5 (very optimistic).

- Income aspirations in the long term, which is the response to the question “What is the
monthly salary/income you aim to earn in the long term, i.e., after 12 months from
now?”

Migration intentions, which are binary responses (yes/no) to the following two questions:

- “Ideally, if you had the opportunity, would you like to move permanently or at least for
12 months to another country, or would you prefer to continue living in this country?”

- “Are you planning to move permanently to another country in the next 12 months, or
not?”
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4.4 Data collection

44.1 Sample size and response rates

The survey of vocational training graduates took place between February 12 and March 5, 2020.
The survey targeted to enroll 3,162 final year students in the study, however, only 1,466 inter-
views were conducted. Of those 1,466 interviews

- 237 respondents are beneficiaries from RtW schools that participated in the RtW train-
ing and were matched to an UMA member company,

- 541 respondents are beneficiaries from RtW schools that participated in the RtW train-
ing only and were not macthed in an UMA member company,

— 535 respondents are non-beneficiaries from RtW schools, and
- only 153 respondents are from control schools.

This corresponds to a response rate of 47% among respondents at RtW schools (in total contact
information for 2,827 students from RtW schools were available) and 14% among respondents
at non-RtW schools (in total contact information for 1,075 students from non-RtW schools were
available). The main reason for attrition at control schools was that a large share of students for
whom we received contact details were, contrary to what had been discussed with school prin-
cipals, not in their final year but still had a year or two ahead of them until their vocational train-
ing was completed and they were eligible for the RtW program. In fewer but still numerous cases
phone numbers were erroneous or inactive.

The distribution of treatment groups across school types with different graduation dates is
shown in Table 4.4.1. Most participants are from VTls with graduation dates in November and
fewer participants are from TCs and VTls with graduation dates in May.

Table 4.4.1
Number of respondents by school type and treatment group

No intervention

RtW with place- control

Graduation date RtW training only

ment (at RtW and non-
RtW schools)
VTI Nov. 2019 199 426 419
TC May 2019 33 103 228
YMCA/YWCA May 2019 5 12 41
Total 237 541 688

Source: Own calculations based on RtW Survey.

4.4.2 Study participants by treatment group, schools, and trades

In total, the sample covers 16 schools and the distribution of respondents by treatment group
varies widely across schools. Figure 4.4.1 illustrates the percentage share of respondents across
schools by treatment group and is ordered by the percentage share of beneficiaries who received
an internship placement in descending order. In Nyamitanga Technical Institute and Nakawa VTI
virtually everyone participated in the RtW program and together with St. Joseph’s Tl Kisubi these
three schools comprise 56% of respondents that were placed in UMA internships and 53% of
respondents that received the RtW training only. Note that while the share of trained and placed
respondents is similar in Nyamitanga Tl and St. Joseph’s Tl Kisubi, the absolute number of
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students placed is much smaller than those trained because in total there were 237 respondents
trained and placed and 541 trained only. For example, at Nyamitanga Tl 176 respondents were
trained of which 50 were placed.

Figure 4.4.1
Distribution of respondents across schools by treatment group
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N=120; Jinja VTI: N=116, UTC Lira: N=197, UTC Bushenyi: N=145, Nile VTI: N=234; YWCA: N=32;
YMCA: N=26; UTC Elgon: N=22; Ruharo VTI: N=8; Rugando VTI: N=10; Ntinda VTI: N=42; Iganga
TI: N=43; Don Bosco VTI: N=2. - Source: Own calculations based on RtW Survey.

At St. Joseph’s Technical Institute Kisubi, Lugogo VTI, and Jinja VTI, the majority of respondents
have participated in the RtW training and considerable shares also received a placement. In con-
trast, at the Technical Colleges of Lira and Bushenyi, there are more untreated participants than
treated ones and also at Nile Vocational Institute only few participants were trained (29 of 234).
Overall, Nile Vocational Institute makes up a third of the total no-intervention control group sam-
ple.

The remaining 9 schools add relatively few participants to the overall sample and mostly consist
of no-intervention control group participants as they are also mostly non-RtW schools.

Figure 4.4.2 illustrates the distribution of respondents across vocational trades by treatment
group. Treatment group members have relatively more often studied electrical installation, con-
struction, and plumbing and fitting. Welding and fabrication is balanced across treatment and
control groups and so tend to be carpentry or craftsman trades, IT, and agriculture. Control group
members have relatively more often studied engineering, mechanics, design, hospitality, busi-
ness, and social work.
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Figure 4.4.2
Distribution of respondents across courses by treatment group
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4.4.3 Timing of survey and program roll-out

The time that had passed between program participation and the survey in 2020 was deter-
mined by the type of school attended and, thus, the month of graduation, the school-level sched-
ule for RtW trainings, and companies’ demand for internships. Figure 4.4.3 illustrates the timing
of the survey relative to these relevant events and program activities by type of school, i.e., VTlIs,
TCs and YMCA/YWCA, and treatment group, considering the following three measures:

i. the number of days between the last day of class and the survey (Figure 4.4.3.a),
ii. the number of days between the RtW training and the survey (Figure 4.4.3.b), and

iii. the number of days between the last internship was completed and the survey (Fig-
ures 4.4.3.c-e).

Overall, the time period between the survey and program activities was very heterogeneous.
Because TC and YMCA/YWCA students graduated mostly around May and VTI students around
November, the last day of class was much more recent (about 100 days ago) for VTl graduates
than for graduates of the other two types of schools (about 200 to 300 days ago) (see Fig-
ure 4.4.3.a). Similarly, the RtW training had been 240 to 300 days ago for TC and YMCA/YWCA
graduates, whereas the RtW trainings at VTIs were much more spread out —at some VTls it was
also about 260 days before the survey, whereas at other VTlIs it had been implemented only three
months ago (see Figure 4.4.3.b).

122



Figure 4.4.3
Time between relevant program activities and date of survey
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Further, Figures 4.4.3.c and 4.4.3.e show that VTI graduates had completed any internships as
well as UMA internships more recently, i.e., in the last three months, than TC and YMCA/YWCA

students did. For comparisons by treatment group, Figure 4.4.3.d shows that both treatment and
control group participants completed internships either recently or five to six months ago. How-
ever, relatively more treatment group than control group members completed their internships

more recently.

123



The time between completion of the RtW program (i.e., time of RtW training or completion of
internship placement) and the survey is important in order to understand the potential treat-
ment effects that can be identified as part of this study. Given the timing of events as described
in Figure 4.4.3, only very short-term labor market effects can be recovered from the prospective
analysis. Positive program impacts may arise from treatment group members who are being re-
tained in the company upon completion of the UMA placement. However, potential positive pro-
gram impacts may not have materialized yet at the time of the survey. One important factor in
this regard may be that treatment group participants had less time to search for a job as they
were focusing on completing UMA placements, whereas in the longer term the benefits from
that placement may pay off as the qualifications gained during the internship may have improved
beneficiaries’ employability. The implications of the differences in job search time for the inter-
pretation of the evaluation results will be discussed in section 4.12.

4.5 Background characteristics of study participants

This section describes individual level characteristics of study participants across treatment
groups with respect to participants’

a) sociodemographic background characteristics and
b) pre-intervention employment characteristics.

The pre-intervention employment indicators date back to February 2019, a year before data
collection in 2020, and were enquired via a set of recall questions. Similarly, some of the socio-
demographic background indicators, such as those on wealth, are based on recall questions in
order to represent the economic situation of participants prior to the RtW program and, there-
fore, are unaffected of the RtW program.

The examination of individual level background characteristics serves two purposes. First, it de-
scribes the study population for whom treatment effects are measured. And second, it allows a
detailed investigation of the comparability of treatment and control group members.

45.1 Sociodemographic characteristics

Table 4.5.1 presents background characteristics of study participants by treatment group in col-
umns (1) to (3) and comparisons of background characteristics across treatment groups in col-
umns (4) and (5).

Column (1) presents mean background characteristics (or percentage shares for binary indica-
tors) of respondents who received the RtW training and an internship placement. Column (2)
refers to respondents who received the RtW training only and column (3) refers to respondents
who did not participate in the RtW program at all.

Most participants are males (81-87%) and participants’ average age is 23 years. Among RtW
beneficiaries (columns 1 and 2), less than 20% have attended a diploma level course rather than
a certificate level course in contrast to 36% of the no-intervention control group. On average,
participants are single (89-94%) and have 0.8 dependents (e.g., a family member to provide for).
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Table 4.5.1
Background characteristics of study participants

(1) () 3) (4) (5)

RtW with RtW No Std. Diff Std. Diff
placement training Treatment (2)- (1) (3)- (1)
only

% or Mean % or Mean % or Mean

Respondent characteristics

Age 22.7 22.5 23.6 -0.05 0.24
Male 86.1 87.1 80.8 0.03 -0.14
Diploma level (=1 vs. 15.2 19.8 35.8 0.12 0.49
Certificate=0)

Single 94.1 94.1 88.7 -0.00 -0.19
No. of dependents 0.95 0.58 0.77 -0.20 -0.10

Household characteristics
Wealth quintile

1 (poorest) 16.5 18.9 22.2 0.06 0.15
2 17.7 21.1 19.9 0.08 0.06
3 21.5 21.1 18.6 -0.01 -0.07
4 24.1 18.5 19.8 -0.14 -0.10
5 (wealthiest) 20.3 20.5 19.5 0.01 -0.02
Male head characteristics
Can read 71.3 71.0 73.8 -0.01 0.06
None 8.4 10.7 10.5 0.08 0.07
Primary 13.9 14.6 12.5 0.02 -0.04
Secondary-O 16.0 14.6 14.8 -0.04 -0.03
Secondary-A 3.8 2.6 4.2 -0.07 0.02
Certificate 10.6 9.8 11.8 -0.02 0.04
Diploma 9.3 10.9 12.9 0.05 0.12
Tertiary education 11.0 11.7 111 0.02 0.00
Don't know 6.8 6.1 5.4 -0.03 -0.06
No male head/spouse 20.3 19.0 16.9 -0.03 -0.09
Female head characteristics
Canread 52.7 62.9 64.2 0.21 0.23
None 19.0 20.9 22.5 0.05 0.09
Primary 17.7 17.4 13.4 -0.01 -0.12
Secondary-O 8.0 12.6 12.1 0.15 0.13
Secondary-A 1.7 2.0 3.9 0.03 0.14
Certificate 2.5 5.2 6.0 0.14 0.17
Diploma 7.2 5.9 8.0 -0.05 0.03
Tertiary education 2.1 6.8 4.7 0.23 0.14
Don't know 8.4 6.7 10.0 -0.07 0.05
No female head/spouse 33.3 22.6 19.5 -0.24 -0.32
Test of joint orthogonality
F-test statistic 2.20 7.20
p-value 0.02 0.00
Observations 237 541 688

Source: Own calculations based on RtW Survey.
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Wealth quintiles are based on assets owned by participants or their household members and
were constructed in a way such that about 20% of participants of the whole sample (i.e., irre-
spective of the treatment group) make up one quintile category. There seem to be relatively
more participants of the control group in the lowest wealth quintile, but overall the differences
are small.

71 to 74% of participants live in households in which the male head can read. In much fewer
households the female head can read, who can be the spouse of the male head or any other
main female decision maker. In the internship placement group, in only 53% of participants’
households the female head can read. In contrast, in 63 and 64% of households of beneficiaries
in the RtW-training-only group and the no-intervention control group can the female head read,
respectively. The most common levels of completed education among male heads are primary
and secondary O-level education, closely followed by tertiary education, diploma level, and cer-
tificate level. The least common level of education is Secondary A-level (3-4%). Between 20 and
24% of male heads have completed some vocational training (either certificate level or diploma
level). Among female heads, the most common levels of education are no or primary education
(19-23% with no education, 13-18% with primary education) and the least common one is sec-
ondary A-level education. Between 10 and 14% of female heads have completed some vocational
training (either certificate level or diploma level).

Columns (4) to (5) present statistics that allow to evaluate the similarity and, thus, comparabil-
ity of the three groups. Column (4) compares the two treatment groups, RtW with placement
and RtW training only, and column (5) compares the RtW beneficiaries that received a placement
with participants that did not receive a treatment at all. Columns (4) and (5) show standardized
differences (Std. Diff. in Table 4.5.1) as measures of similarity for each characteristic respectively.
A standardized difference takes the difference in means of the two groups and weights it by the
variance of the indicators (the variance is a measure of how much the indicator spreads around
its mean). Standardized differences of 0.2 (or -0.2) or less are considered small. Thus, when the
similarity of treatment and control groups is evaluated, everything that is larger than the 0.2
threshold (or smaller than —0.2) would be considered as not similar.

The last two rows of Table 4.5.1 in columns (4) and (5) present measures that evaluate the sim-
ilarity across treatment and control groups considering all presented characteristics jointly. A p-
value below 0.1 would imply that the listed background characteristics of the two considered
groups are significantly different from each other and, therefore, the two groups would not be
comparable without applying econometric techniques that restore comparability.

The test statistic at the bottom of column (4) indicates that the two treatment groups signifi-
cantly differ from each other taking into account all characteristics jointly, as indicated by the p-
value of below 0.1 at the bottom of Table 4.5.1. Considering the individual standardized differ-
ences, there are five characteristics — namely, the average number of dependents, the share of
female heads who can read, the share of female heads who have completed a certificate level,
the share of female heads who have completed tertiary education, and whether there is a female
decision maker in the household — that pass the threshold of 0.2. The standardized differences
with respect to female heads indicate lower levels of education of female heads in the treatment
group that received an internship placement in comparison to the treatment group that received
the RtW training only.
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Turning to the comparison of beneficiaries who received the RtW placement with the no-inter-
vention control group in columns (5), Table 4.5.1 indicates marked differences between these
groups. The p-value at the bottom of Table 4.5.1 is below 0.01, indicating significant differences
when considering all presented characteristics jointly. Also, the individual standardized differ-
ences in column (5) are often larger than 0.2 or smaller than -0.2; particularly, with respect to
age, diploma level, the female heads’ reading abilities, and whether there is a female decision
maker in the household.

4.5.2 Employment status and earnings prior to the RtW program

Tables 4.5.2 and 4.5.3 present mean pre-intervention (February 2019) employment and income
indicators of participants across the three treatment groups. Table 4.5.2 comprises all partici-
pants whereas Table 4.5.3 only includes participants who were employed in February 2019.

Table 4.5.2 illustrates that only very few participants had any paid work in February 2019 (1-
3%), which stands to reason given that the sample of participants was still in education in early
2019. However, 59 to 68% of participants were in internships in February 2019. The share of
beneficiaries who participated in an internship is about 9% larger in the RtW internship place-
ment group (68%) and RtW-training-only group (68%) than in the no-intervention control group
(59%). The differences in internship rates are unrelated to the RtW program given that the sta-
tistics presented in Table 4.5.2 refer to the time before the RtW program roll-out. The standard-
ized differences for the internship indicator are smaller than 0.2 (-0.00 and -0.16) and thus do
not mark a considerable difference of the RtW-with-placement group and RtW-training-only
group in comparison to the no-intervention control group. Taking into account all employment
indicators jointly, the p-values indicate that the RtW placement and RtW-training-only groups
are not comparable prior to the intervention with respect to their labor market characteristics
(p-value<0.1), whereas the RtW placement and no-intervention control group are.

Table 4.5.2
Pre-intervention employment characteristics

(1) () (3) (4) (5)

RtW with RtW No treat- Std. Diff Std. Diff.
placement only ment (2)- (1) (3)- (1)
% or Mean % or Mean % or Mean
Employment
Employment 2.1 0.92 2.8 -0.10 0.04
Decent employment 1.7 0.92 2.5 -0.07 0.05
Self-employment 0.42 0.00 0.00 -0.09 -0.09
Has contract 0.42 0.37 0.87 -0.01 0.06
Formal employment 0.00 0.00 0.00 . .
Internships 68.35 68.21 59.01 -0.00 -0.16
Income
Total income 11,781 12,357 17,53 0.01 0.06
Hourly wage 28.2 10.8 98.9 -0.10 0.07
Test of joint orthogonality
F-test statistic 1.93 0.89
p-value 0.07 0.50
Observations 237 541 688

Source: Own calculations based on RtW Survey.
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Table 4.5.3 takes a closer look at the number of jobs, hours worked, hourly wages, and positions
held among those that were employed. However, given that only five, five, and 19 participants
of the RtW with placement, the RtW training only and the control group were employed in Feb-
ruary 2019, respectively, Table 4.5.3 does not allow to draw conclusions about the employment
situation of those that had paid work.

Table 4.5.3
Background characteristics of study participants

(1) (2) (3)

RtW with placement RtW only No treatment
% or Mean % or Mean % or Mean

Employment

No. of jobs among employed 1.8 1.8 1.1

Hours worked among employed 186.7 2154 2154
Income

Income among employed 248,000 250,750 518,778

Hourly wage among employed 1,335 1,273 3,660
Positions

Office worker 0.0 0.0 5.3

Skilled tradesman 60.0 100.0 84.2

Unskilled tradesman 20.0 0.0 5.3

Self-employment 20.0 0.0 5.3
Observations 5 5 19

Source: Own calculations based on RtW Survey.

4.5.3 Restoring the comparability of treatment and control groups

The similarity and thus comparability of treatment and control groups is important in order to
attribute measured employment effects to the impact of the RtW program. If treatment and
control groups are not comparable the measured treatment effects could be due to participants’
different background characteristics and labor market potential. For example, if there were more
males in the treatment group than in the control group and if males have better labor market
opportunities due to gender discrimination in the job market, then estimated program effects
may be due to participants’ gender if the different gender compositions across treatment groups
were to be ignored in the estimation approach. In order to restore the comparability of treat-
ment and control groups, we apply the estimation strategies outlined in section 4.3.1. That is, we
control for relevant background characteristics of participants that correlate with treatment
group membership and labor market outcomes. In the appendix, we also present results that are
based on a Double Machine Learning algorithm to select relevant control variables rather than
selecting them on theoretical grounds.

4.6 Descriptive statistics on the ReadyToWork program and UMA internship placements

This section takes a closer look at the study participants who benefitted from the RtW program
and provides descriptive analyses about their satisfaction with the RtW training and internship
placement rates by beneficiaries’ sociodemographic characteristics. Regrettably, there is no in-
formation on beneficiaries’ satisfaction with internship placements due to the cancelation of the
follow-up survey in late-2020.
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Employment and income effects of skills development interventions

4.6.1 Participants’ satisfaction with the RtW training program

Figure 4.6.1 presents beneficiaries’ satisfaction with the RtW training, excluding satisfaction
with placement services and experiences. About 80% of beneficiaries indicated to be satisfied or
very satisfied with the RtW training and less than 6% were dissatisfied or very dissatisfied. Inter-
estingly, beneficiaries that were placed in internships indicated more often to be very satisfied
with the RtW training than beneficiaries who were not placed in internships. Although this ques-
tion only regarded the RtW training itself, positive experiences gained through the internship
placement may have influenced the placed beneficiaries’ satisfaction with the RtW training and
led to a higher overall ex-post satisfaction rate.

Figure 4.6.1
Beneficiaries’ satisfaction with the RtW training, excluding the satisfaction with placement
services and experiences
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Source: Own calculations based on RtW Survey.

Figure 4.6.2 summarizes which of the RtW training components were considered the most suc-
cessful ones, including the components of practical core skills training, theoretical core skills
training, and work readiness skills.

Figure 4.6.2
Most successful components if the RtW training
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Participants were able to provide multiple responses or indicate none or all components. The
work readiness component was considered the most successful part of the training (42%), fol-
lowed by the theoretic core skills (36%), and finally the practical core skills (33%). A quarter of
beneficiaries even considered all three components equally successful. Only few respondents
were overall dissatisfied with the RtW training and did not consider any components successful.
Satisfaction rates were very similar across the two treated groups, with the exception of the work
readiness skills component, which RtW training only participants rated much more often suc-
cessful (47%) than participants who were placed in UMA internships (36%).

Figure 4.6.3 illustrates beneficiaries’ satisfaction with different aspects of the RtW training con-
ditions, including the quality of classrooms, supply of learning materials, opportunity of consul-
tation with facilitators, teaching quality of trainers, teaching and grading system, availability of
reference materials, and practical sessions.

Figure 4.6.3
Beneficiaries’ satisfaction with different aspects of the RtW training conditions
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Across the different aspects of training conditions at least 60% of respondents evaluated each
aspect to be good or excellent. Particularly positive evaluations were given for the teaching qual-
ity of trainers, the quality of classrooms, and opportunities to consult with facilitators with 80%
or more of the respondents judging those conditions as good or excellent. The practical session
received the poorest evaluation for which 18% of respondents indicated that the conditions were
bad or even very bad and another 20% evaluated the practical session as medium. Further, about
10% of respondents evaluated the supply of learning materials and the availability of reference
materials to be bad or very bad and another 25% as medium.
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Employment and income effects of skills development interventions

4.6.2 Descriptive statistics of the internship placements

Placement types

Of the 778 respondents who participated in the RtW training, 237 (30%) were matched to com-
panies by UMA. The majority of placements were internship placements, but a substantial num-
ber of beneficiaries was directly placed in jobs:

— 123 beneficiaries were placed in internships,
— 87 beneficiaries were placed in jobs,
- and in 27 cases it was not possible to identify the type of position.

Who was placed?

Considering all placements, i.e., internships, jobs, and those that could not be defined, this sec-
tion describes the percentage shares of placed beneficiaries by sociodemographic background
characteristics. This means that the sample is restricted to respondents with a certain character-
istic, for example, being female, and the share of placed beneficiaries among respondents with
that characteristic is presented.

Figure 4.6.4
Percentage share of beneficiaries placed by treatment school and trades

Nakawa VTI

Lugogo VTI

Jinja VTI

St. Joseph's Tl Kisubi
YWCA

Nyamitanga Tl

Nile VTI

UTC Lira

UTC Bushenyi

Welding and Fabrication
Construction

Electrical installation
Mechanics

Engineering

Plumbing and Fitting
Carpentry/Craftsman
Design

T T T T
20% 40% 60% 80%
| [ RtW training only [ RtW with placement |

QL
>
-
o
S
NS

«

Source: Own calculations based on RtW Survey.

Figure 4.6.4 presents the percentage share of placed beneficiaries in each treatment school and
for each vocational training trade. Relative to the total number of beneficiaries at the respective
school, most of the placed beneficiaries had attended Nakawa VTI (40% of graduates at Nakawa
VTI) and least attended UTC Bushenyi (24.1%). By trade, the largest relative percentage share of
placed beneficiaries was among graduates in welding and fabrication (40% of graduates in weld-
ing and fabrication), construction (38%), and electrical installation (31%), whereas students in
design (20%) and carpentry or craftsman trades were placed the least relative to placement
shares in other trades (26%). There were no trades that received none or particularly few place-
ments relative to the total number of students in each trade.
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Figure 4.6.5 further disaggregates the percentage shares of placements by beneficiaries' demo-
graphic characteristics. The shares of placed beneficiaries among males and females are quite
similar, with 30% of males and 32% of females placed, respectively. Across age groups, 33% of
17- to 20-year-olds were placed, 29% of 21- to 24-year-olds and 32% of those 25 years and older.

Figure 4.6.5
Percentage share of beneficiaries placed by gender and age
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When were beneficiaries placed in internships?

Figure 4.6.6 describes how long ago before the survey UMA internship placements ended and,
therefore, speaks to the question of how much time beneficiaries had to search for a job and
materialize on the work experience gained during the RtW program. Figure 4.5.6 only includes
those beneficiaries who were placed in internships but not those who were placed in jobs or for
whom the type of position was not clear.

Of the beneficiaries placed in UMA internships at VTIs with graduation dates in November 2019,
21% completed their internship at least three months ago, 72% completed their internship in the
past three months and 7% were still in internships at the time of the survey. In contrast, almost
every one of the beneficiaries who graduated in May had completed the internship placement
at least three months ago.

Figure 4.6.6
Timing of UMA placement completion by school type

VTls TC, YMCA, YWCA

[0 > 3 months ago I In the past 3 months % On-going

Source: Own calculations based on RtW Survey.



In order to better evaluate whether beneficiaries that were placed in internships by UMA had
a disadvantage in the amount of time they had to search for a job, Figure 4.6.7 describes the
percentage share of respondents in each treatment group who completed an internship since
their graduation and the time between the survey and internship completion. Figure 4.6.7 does
not distinguish between internships that were facilitated by UMA, self-sought, or acquired in any
other way (e.g., alternative employment promoting programs).

Figure 4.6.7
Timing of internships (facilitated through UMA and any others) that took place after gradua-
tion by treatment group and school type

VTls TC, YMCA, YWCA
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Source: Own calculations based on RtW Survey.

In Figure 4.6.7, a considerable share of respondents in the RtW-with-placement group appears
as not having completed an internship. This is due to the fact that these beneficiaries were placed
into jobs directly and, therefore, did not complete an internship after graduation.

Among VTls with graduation dates in November, most respondents of the RtW-training-only
group had completed an internship in the past three months or were still attending one (72%),
followed by those placed into UMA internships (61%) and finally those in the control group (44%).
Thus, if time to search for a job can be measured by the time since the last internship was com-
pleted, then beneficiaries in both the RtW training only and RtW-with-placement groups were
disadvantaged in comparison to the no-intervention control group.

In the sample of respondents with graduation dates in May (TCs, YMCA, and YWCA), only few
respondents completed an internship in the past three months or were still participating in one
at the time of the survey. The shares of respondents that completed an internship three or more
months ago is quite similar across treatment groups, with a slight advantage for the RtW-train-
ing-only group in which five percentage points more respondents completed an internship at
least three months ago in comparison to the no-intervention control group and the RtW-with-
placement group.
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4.6.3 Participation in alternative employment promoting programs

In the absence of the RtW program, control group members may have autonomously sought
alternative opportunities for training and to gain work experience or their schools may have of-
fered alternative training and employment promoting programs, possibly similarly to the RtW
program. Section 4.6.2 revealed that 47% of the control group had participated in an internship
after graduation. Figure 4.6.8.a further shows that a little less than a quarter of control group
respondents had participated in a career or employment promoting service or activity (outside
those routinely offered at schools’ career offices). Figure 4.6.8.b shows that those respondents
who had participated in any service or activity typically participated in no more than one. This is
not only the case for control group members but also for RtW beneficiaries.

Figure 4.6.8
Participation in employment promoting programs or activities (12.a) and the number of activ-
ities conditional on participation (12.b)

a) b)
Control (no Control (no
treatment) 76.7 233 treatment) 94.9 5.1
RtW only 100.0 RtwW only 97.5 2.5
RtW with RtW with
placement 100.0 placement 90.4 9.6
0% 20% 40% 60% 80%100 0% 20% 40% 60% 80% 100%
No Yes One Two or more

Source: Own calculations based on RtW Survey.

Overall, these numbers illustrate that some control group members have participated in alter-
native career or employment promoting programs, however, the majority did not. These num-
bers suggest that the RtW program was not just one of many programs offered to students but
that it offered novel and unique opportunities to vocational training graduates.

Figure 4.6.9 provides deeper insights into the types of programs respondents participated in.
Of course, all treatment group members attended a work readiness training. But also 8% of the
control group did. Most of the control group indicated that they participated in career guidance
services, which is a rather broad type of service that may include various activities. Only few
control group members indicated participation in an application training (4%) or placement ser-
vice (4%). At last, quite a few RtW beneficiaries also indicated participation in application train-
ings, career guidance services and, for those who did not receive a placement through UMA,
another placement service. As this was not a single choice question, some RtW beneficiaries may
have indicated to have participated in career guidance services and application trainings in addi-
tion to the work readiness training as all three may have been components of the RtW training
program.
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Figure 4.6.9
Type of employment promoting program or activity by treatment group
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Source: Own calculations based on RtW Survey.

4.7 Descriptive statistics on participants’ job search

This section reflects on participants’ job search experiences by treatment group, including the
number of interview invitations, the number of attended interviews, the success rates of at-
tended interviews, the length of job search, the most successful strategies for job search, and
the greatest challenges in searching for a job.

4.7.1 Interviews

Figure 4.7.1 presents descriptive statistics on invitations to job interviews (not including inter-
views for internships). Figure 4.7.1.a shows that 24%, 17%, and 21% of the RtW placement group,
the RtW-training-only group, and the control group had been invited to at least one interview,
respectively. Interestingly, relatively more control group respondents were invited to job inter-
views than respondents in the RtW-training-only group, but not more than in the RtW placement
group. Figure 4.7.1.b further shows invitations to job interviews based on an alternative coding
of job interviews in which participants who had a job at some point in the year before the survey
were coded as “invited to an interview”, assuming that people with a job also had an interview.
Based on the alternative coding of interview invitations, the pattern from 4.7.1.a reverses and
the percentage share of respondents who were invited to at least one interview is largest in the
RtW-training-only group (84% versus 78% in the no-intervention control group and 82% in the
RtW-with-placement group).
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Figure 4.7.1
Number of interview invitations since 2019 by treatment group
a) b)
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Source: Own calculations based on RtW Survey.

Figure 4.7.2 presents the average percentage share of interviews that were attended by the
respondents relative to all interviews respondents were invited to. In the control and RtW-train-
ing-only group, respondents attended 90% of the interviews on average, whereas respondents

that were placed in UMA internships attended only 73% of the interviews they were invited to
on average.

Figure 4.7.2
Average percentage share of interview invitations that were attended by treatment group
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Source: Own calculations based on RtW Survey.

Figure 4.7.3 presents the average percentage shares of attended interviews for which the re-
spondent (i) was rejected, (ii) received an offer and accepted, (iii) received an offer but declined,
and (iv) is still awaiting feedback. Relative to the number of attended interviews, the RtW training
group received fewest offers (42% versus 53% in the no-intervention control group and 51% in
the RtW-with-placement group). As shown in Figure 4.7.1.a, the RtW-training-only group also
had the smallest percentage share of respondents who were invited to at least one interview.



Employment and income effects of skills development interventions

Hence, the low rate of offers was not due to the fact that UMA companies had excessively invited
candidates for interviews and, therefore, respondents in the RtW-training-only group received a
lot of rejections. However, as discussed in section 4.6.2 relatively more respondents in the RtW-
training-only group had participated in an internship in the three months prior to the survey in
comparison to the no intervention control and RtW-with-placement groups and therefore they
may have had less time to prepare for interviews and perform well.

Figure 4.7.3
Average success rates of attended interviews by treatment group
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12.7 13.9 21.0
80
_ 60
=
8
e 40-
20
o -
Control (no treatment) RtW training only RtW with placement
0 Rejected [ Declined offer
[0 Accepted offer Awaiting feedback

Source: Own calculations based on RtW Survey.

4.7.2 Length of job search

Figure 4.7.4 presents the number of months that participants had searched for a job in the past
year by treatment group and employment status. The share of respondents that have searched
not at all or less than two weeks (rounded to zero) for a job is similar across treatment groups
among employed respondents (around 42%) and largest in the RtW placement group among
unemployed respondents (46% versus 40% in the control group and 43% in the RtW-with-place-
ment group).

Among respondents placed by UMA who were employed, 46% did not search for a job, and
48.7% of those unemployed did not search for a job. Among beneficiaries who participated in
the RtW training only and among control group members about 40% had not searched for a job
in the past year.




Figure 4.7.4
Number of months participants had searched for a job in the past year by treatment group and
employment status

e
Q  Control (no treatment) 40.0 149 137 |84 72 158
i)
g RtW training only 42.5 19.2 171 Bi86.6 9.2
[0}
g RtW with placement 46.1 210200 8.5 199755 9.1
9 Control (no treatment) 415 ioay 167 HOMS.0 13.2
>
é RtW training only 425 SN 11.3 BliESE6.3 11.3
W RtW with placement 417 18.1 194 83 6.956
I T [ T I [
0% 20% 40% 60% 80% 100%
Months of job search
1 2 3 4 >=5

Source: Own calculations based on RtW Survey.

The average number of months of job search among respondents who searched at all was
2.9 months. Respondents in the RtW with placement and RtW-training-only groups searched 2.5
and 2.6 months on average, respectively, and respondents in the no-intervention control group
searched 3.3 months on average. Table 4.7.1 presents the length of job search in months for each
treatment group by employment status.

Table 4.7.1
Average number of months of job search among those that searched at all

RtW with placement RtW training only Control (no treatment)

Employed 2.1 months 2.6 months 3.1 months

Not employed 2.7 months 2.6 months 3.4 months

Source: Own calculations based on RtW Survey.

4.7.3 Strategies of job search

Figures 4.7.5 and 4.7.6 describe the most successful strategies and the main challenges of par-
ticipants’ job search, respectively. Across treatment groups the percentage shares of respond-
ents who indicated specific successful strategies and challenges are quite similar.

Figure 4.7.5 shows that for most participants the most successful strategy of job search was
with the help of personal contacts of friends or fellow students (55%), followed by family contacts
of parents or relatives (36%), replying to a job announcement in the newspaper, internet or no-
tice board (31%), applying to an employer speculatively (24%), and through social media net-
works (12%) (see Figure 4.7.5). Other strategies were mentioned by less than 10% of participants.
Noticeably, only very few RtW beneficiaries (1.5% and 2.1% in the RtW training only and RtW
with placement, respectively) felt that job search facilitated through UMA within the RtW project
was a successful job search method.

138



Figure 4.7.5
Most successful strategies of job search by treatment group
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Source: Own calculations based on RtW Survey.

Figure 4.7.6 shows that the biggest challenges in job search were high transportation costs
(43%, another 3% mentioned financial constraints) and lack of working experience (31%). Other
challenges were mentioned by less than 10% of participants. Interestingly, 8.1% of participants
mentioned that there was insufficient support through career guidance or matching services,
however, there was some heterogeneity across groups. 10% of RtW training only beneficiaries
felt that career guidance support was lacking, whereas only 6% and 7% of RtW placement bene-
ficiaries and control group respondents, respectively, thought this was a challenging factor.

Figure 4.7.6
Main challenges of job search by treatment group
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Source: Own calculations based on RtW Survey.
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4.8 Descriptive statistics on labor market outcomes

This section describes the labor market outcomes of participants at the time of the survey in
February 2020. Because the estimation of treatment effects is based on two samples — one with
all participants included and one with only graduates from TC, YMCA, and YWCA included — the
descriptive analysis of labor market outcomes also distinguishes between these two samples.

4.8.1 Labor market characteristics in February 2020

In the total sample (i.e., including graduates from all schools), respondents in the no-interven-
tion control group were relatively more often employed than RtW beneficiaries (i.e., who were
trained only and who were trained and placed). Figure 4.8.1 shows that 38% of respondents in
the control group had any paid work, whereas only 30% of the RtW beneficiaries did. Further,
33% of control group members were in decent employment whereas only 26% of beneficiaries
were in decent employment. Only few participants were self-employed (3-4%) or had formal jobs
(4-7%). Jobs with a contract were more common among no-intervention control group respond-
ents (11%) than among RtW beneficiaries (5% in the RtW training only and 8% in the RtW-with-
placement groups, respectively).

Figure 4.8.1
Employment status at the time of survey in February 2020 by treatment group in the total
sample and the subsample of TCs, YMCA, and YWCA

Total sample
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Source: Own calculations based on RtW Survey.

In the sample of respondents who graduated in May 2019 (i.e., only graduates from TCs, YMCA,
and YWCA), the employment rates were overall higher than in the total sample and similar across
treatment groups. Slightly fewer respondents in the RtW-with-placement group had any paid
work (45% versus 47% in the two beneficiary groups), however, respondents in the RtW-with-
placement group perform slightly better with respect to decent employment (45%) than those
in the no-intervention control group (44%) and those in the RtW-training-only group (41%).
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The subsample analysis of May 2019 graduates is based on a small number of observations in
the RtW-with-placement group. There are 38 respondents in the RtW-with-placement group
who graduated in May 2019 and 17 of those were in decent employment, whereas in the sub-
sample of respondents in the no-intervention control group and RtW-training-only group, 126
and 54 respondents were in decent employment, respectively.

Figure 4.8.2 shows that, when taking into account all paid jobs (referred to as employment sta-
tus in Figure 4.8.2), very few of the employed respondents had more than one job.

Figure 4.8.2
Number of jobs by treatment group in the total sample and the subsample of TCs, YMCA, and
YWCA

Total sample TC, YMCA and YWCA
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Source: Own calculations based on RtW Survey.

Figure 4.8.3 describes the distribution of monthly income from any paid work at the time of the
survey in February 2020 in a sample that includes employed and unemployed respondents (Fig-
ure 4.8.3.a) and in a sample that only includes employed respondents (Figure 4.8.3.b). Each Sub-
figure (4.8.3.a and 4.8.3.b) presents these statistics for the total sample and the sample of re-
spondents with graduation dates in May.

Because many participants did not have a job in February 2020, total income is skewed towards
zero (Figure 4.8.3.a). In alignment with the employment statistics in Figure 4.8.1, income in the
total sample (4.8.3.a left) is more often zero for the two RtW beneficiary groups than for the no-
intervention control group. However, this is not the case for the subsample of participants who
graduated from TCs, YMCA, or YWCA, which also confirms the previous observation based on
Figure 4.8.1: it is particularly graduates from VTls in the two RtW beneficiary groups who do not
have a job in February 2020.

Considering employed participants, Figure 4.8.3.b shows that incomes were varying quite con-
siderably across participants and in similar ways across treatment groups. Incomes ranged from
less than 50,000 UGX to over 900,000 UGX per month. In the total sample, roughly 150,000 to
400,000 UGX were the most common incomes. Among graduates from TCs, YMCA, and YWCA,
total incomes were considerably higher, most commonly ranging between 250,000 and
550,000 UGX.
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Figure 4.8.3
Monthly income and income among employed (in UGX) at the time of the survey in February
2020 by treatment group in the total sample and the subsample of TCs, YMCA, and YWCA
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Source: Own calculations based on RtW Survey.

Monthly income was calculated based on the total number of hours worked in all jobs per
month and the average hourly wage. Figure 4.8.4.a shows the distribution of hourly wages
among employed, which varies between less than 500 UGX to over 6,000 UGX, with most wages
ranging between 500 and 2,500 UGX per hour. The number of monthly hours worked (Fig-
ure 4.8.4.b) also varies widely between just a few hours up to almost 400 hours. However, most
employed participants worked between 180 and 300 hours per month. Defining full-time work
as 40 hours per week, these graphs show that a large share of participants (86% of those em-
ployed) worked much more than full-time, and a considerable share (40% of those employed)
worked even one-and-a-half times the hours typically worked in a full-time job. The monthly
working hours indicator considers all paid jobs jointly, but, as evident from Figure 4.8.2, most
employed respondents had only one job.

The distribution of hourly wages among employed respondents is relatively similar across treat-
ment groups in the total sample (see Figure 4.8.4.a left). With respect to working hours, respond-
ents in the RtW-with-placement group worked fewer hours overall compared to the other two
groups, as indicated by the distribution of working hours being located to the left of the distribu-
tions of the no intervention control and RtW-training-only groups. For the subsample of respond-
ents who graduated in May, similar patterns for working hours to those in the total sample can
be observed. However, respondents in the RtW-with-placement group who are employed are so
few that the distributions of hourly wages and working hours should be interpreted with caution.
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Figure 4.8.4
Hourly wage and total hours worked per month among employed at the time of the survey in

February 2020 by treatment group in the total sample and the subsample of TCs, YMCA, and
YWCA

a) Hourly wage among employed
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Source: Own calculations based on RtW Survey.

4.8.2 Changes in labor market characteristics between baseline and follow-up

At the time of data collection in February 2020, information on jobs held and incomes earned
in the previous years were collected. Based on this recall of labor market outcomes, a pre-inter-
vention point in time was defined as one year before the survey, i.e., in February 2019, when all
participants were still attending their vocational training institute or technical college. We use
this pre-intervention point in time as a reference to compare labor market outcomes after the
intervention with those before the intervention.

4.8.2.1 Changes in employment status

Figure 4.8.5 shows job transitions over time by comparing paid work post-intervention with
paid work pre-intervention across treatment groups and samples. For that purpose, respondents
are allocated into four distinct groups. Respondents who were employed in February 2019 but
were not employed in February 2020 are considered to have “lost employment”. Those who did
not have a job at either time are referred to as “stayed unemployed”. Participants who did not
have a job in February 2019 but did have one in February 2020 are considered to have “gained
employment”. Respondents who had a job at both times are referred to as “stayed employed”.
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Figure 4.8.5
Change in employment status between February 2019 and February 2020 by treatment group
in the total sample and the subsample of TCs, YMCA, and YWCA
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Source: Own calculations based on RtW Survey.

In the total sample, about two-thirds of participants stayed unemployed (62-70%) and about
one-third gained employment (30-36%), whereas very few participants stayed employed (0-2%)
or lost employment (1%). In the subsample of graduates from TCs, YMCAs, and YWCAs, the per-
centage share of participants who gained employment is considerably larger (45-47%) than in
the total sample. The percentage shares of those who stayed employed (0-2%) and those that
lost employment (0-3%) were similarly low.

Across treatment groups in the total sample, the no-intervention control group had a 6-per-
centage points higher rate of gaining employment and a slightly higher rate of staying employed
in comparison to the two RtW beneficiary groups. In the sample of May-graduates, the only dif-
ference across treatment groups is that a few more respondents of the no-intervention control
group stayed employed and, thus, fewer lost employment. However, as described above, overall,
very few participants stayed employed or lost employment in both samples.

4.8.2.2 Changes inincome

Figure 4.8.6 describes how participants’ mean monthly income from all paid jobs changed from
one year before the survey, in February 2019, to the time of the survey in February 2020. The
top of Figure 4.8.6 refers to the mean monthly income among all respondents (employed or un-
employed) and shows a considerable rise in incomes from February 2019 to February 2020 which
mirrors the rise in employment rates that occurred to respondents in all three treatment groups
(see Figure 4.8.5).



Figure 4.8.6
Mean monthly income and mean monthly income among employed before the RtW program
in February 2019 and after the RtW program in February 2020 by treatment group in the total

sample and the subsample of TCs, YMCA, and YWCA
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Source: Own calculations based on RtW Survey.

In the total sample, the no-intervention control group experienced the largest increase in mean
monthly income (143,920 UGX = 161,455 UGX - 17,535 UGX), followed by the RtW with place-
ment (111,452 UGX) and RtW-training-only groups (100,536 UGX). In contrast, in the subsample
of participants who graduated in May, respondents in the RtW-with-placement group experi-
enced by far the largest increase in mean monthly income (285,369 UGX versus 210,690 UGX and
205,914 UGX in the RtW training only and no-intervention control group, respectively).

The bottom of Figure 4.8.6 presents the mean monthly income among respondents that were
employed in February 2019 (“before”) and in February 2020 (“after”). The mean monthly income
among employed in the total sample was by 120,519 to 157,643 UGX larger in 2020 than in 2019,
except for the no-intervention control group which earned 103,716 UGX less per month in Feb-
ruary 2020 than a year before. In the sub-sample of respondents who graduated in May, the
mean monthly income among employed was larger in 2020 than in 2019 in all treatment groups
by 39,706 to 496,706 UGX. In both samples, the RtW-with-placement group experienced the
highest increase in mean monthly income among employed (157,643-496,706 UGX) and the no-
intervention control group experienced the lowest increase in monthly income among em-
ployed; in fact, the control group experienced even a negative change in the total sample (be-
tween -103,716 and up to -39,706 UGX). For the interpretation of these statistics, it is important
to note that the respondents who were employed in 2020 may not be the same who were em-
ployed in 2019 and that the sample of respondents that were employed in 2019 is very small
(N=21).
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4.8.2.3 Changes in hourly wages and working hours

In order to understand how total income and, particularly, income among employed changed
from before the RtW program in February 2019 to after the RtW program in February 2020, it is
important to understand how the average hourly wage among employed and hours worked per
month among employed had changed. Figure 4.8.7 shows that, although hourly wages have
changed considerably, the mean working hours among employed increased moderately by 15 to
39 hours across treatment groups. Hence, the changes in mean incomes among employed dis-
played in Figure 4.8.6 are mostly driven by changes in hourly wages and less by changes in hours
worked.

Figure 4.8.7

Mean hourly wage and hours worked per month among employed before the RtW program in
February 2019 and after the RtW program in February 2020 by treatment group in the total
sample and the subsample of TCs, YMCA, and YWCA
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employed 1,944 2,561
RtW with 1,335 765
placement 1,826 2,908
T T T T T T T T
0 1,500 3,000 4,500 0 1,500 3,000 4,50C
UGX UGXx
Total sample TC, YMCA, YWCA
Control 214 213
Hours worked (no treatment) 239 237
among RtW only 235 207
employed 240 228
(monthly) RIW with 186 196
placement 235 224
T T T T T T T T
0 100 200 300 O 100 200 300
UGx UGXx
Before After

Source: Own calculations based on RtW Survey.

The top of Figure 4.8.7 further shows a reduction in the mean hourly wage for respondents in
the no-intervention control group of the total sample. However, the mean hourly wage in 2019
is based on a small number of employed respondents and, therefore, sensitive to outliers.

4.9 Estimated program effects on labor market outcomes

This section presents the impact estimations of the RtW program on labor market outcomes
based on the estimation methods discussed in section 4.3.1. Specifically, it presents the esti-
mated impact of having participated in both the RtW training and UMA placement in comparison
to a) having participated in no intervention (RQ#1), and b) having participated in the RtW training
only (RQ#2).

The figures in this section show estimated treatment effects, also referred to as coefficients or
point estimates, as well as 95% confidence intervals of the estimated effects. Confidence inter-
vals are a measure of precision of the effect estimates and provide a range of effect estimates
that the true parameter, i.e., the true program effect, might be. Here, we use 95% intervals,
which means that the estimated confidence interval will contain the true value of the treatment
effect with a probability of 95%. If a confidence interval does not include zero, the estimated
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treatment effect is said to be significantly different from zero and, thus, considered to have a
significant positive (or negative) effect on the respective outcome.

All presented employment measures are binary indicators which only have two categories or
levels. Effect estimations on employment outcomes can be interpreted as percentage point
changes in the respective employment indicator. For example, a coefficient of 0.1 can be inter-
preted as a 10-percentage point increase in the employment rate due to the intervention, i.e.,
RtW training and placement (RQ#1) or RtW placement in addition to the training (RQ#2).

Income and wage outcomes were measured in Ugandan shilling (UGX) and logarithmized using
the natural logarithm (referred to as “Ln of [income indicator]” in the figures that follow). Using
logarithms of income and wage variables has the advantage that the estimated program impacts
can be interpreted as percent changes and compared across different contexts and currencies.
An estimated effect of 0.1, for example, indicates a 10% increase in income due to the interven-
tion, i.e., RtW training and placement (RQ#1) or RtW placement in addition to the training
(RQ#2). For effects greater than 0.3 (or smaller than —0.3), these effects cannot be directly inter-
preted as percentage changes (although they are still a close approximation) but require conver-
sions that are detailed in the respective figure notes, if applicable.5s

Working hours are measured as continuous variables and their coefficients can be interpreted
as a change in hours worked per month due to the intervention, i.e., RtW training and placement
(RQ#1) or RtW placement in addition to the training (RQ#2).

For each outcome, we present four effect estimates, which results from the two samples we
consider — one with all participants included and one with respondents who graduated in May
from TC, YMCA, and YWCA included — and the two comparisons we make. One comparison cor-
responds to RQ#1, i.e., RtW training and placement vs. no intervention control, and the other
corresponds to RQ#2, i.e., RtW training and placement vs. RtW training only.

4.9.1 Program impact on employment status

Figure 4.9.1 shows the estimated impacts of the RtW training and placement on (i) having paid
work (employment status), (ii) having decent employment, (iii) being self-employed, (iv) having
a job with a contract, and (v) being in formal employment for the total sample and the subsample
of participants who graduated in May 2019 (TC, YMCA and YWCA).

In the total sample, the estimated treatment effects on employment are close to zero and all
95% confidence intervals include zero. Thus, no significant positive or negative effect of the RtW
training and placement program was measured. Considering the sample of respondents who
graduated in May, the point estimates tend to be larger than in the whole sample, but the con-
fidence intervals also include zero. The confidence intervals include a larger range of effect esti-
mates in the subsample of May-graduates because the sample is smaller, which reduces the pre-
cision of effect estimates and thus increases the confidence intervals.

Overall, the results in Figure 4.9.1 suggest that the RtW program (training plus placement) had
no impact on employment outcomes in the short time period that was observed.

55 The conversion follows the following formular: (e°¢f — 1) * 100 = program ef fect.
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Figure 4.9.1
Estimated treatment effects on binary employment indicators

Total sample TC, YMCA and YWCA

Employment status | I
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Source: Own calculations based on RtW Survey.

4.9.2 Program impact on incomes and wages

Figure 4.9.2 presents the effect estimates on income earned from all jobs among all respond-
ents and among employed respondents as well as the average hourly wage from all jobs among
employed respondents for the total sample and the subsample of participants who graduated in
May 2019 (TC, YMCA and YWCA).

Figure 4.9.2

Estimated treatment effects on total income, income among employed and wages among em-
ployed. Income and wages were included as the natural logarithm of the respective income
and wage measure

Total sample TC, YMCA and YWCA
|

Ln of total income
RtW with placement vs. control |

RtW with placement vs. RtW only -

Ln of total income among employed
RtW with placement vs. control -

RtW with placement vs. RtW only -

RtW with placement vs. control -

RtW with placement vs. RtW only

[
I I
| |
| [
I I
i i
I I
| [
I I
I I
| |
I I
| |
| [
| I
| I

Ln of hourly wage among employed | |
I I
I I
| |
| |
T T
0 0

Notes: The coefficient for In of total income on “RtW with placement vs. control” for the TC,
YMCA, and YWCA sample translates to an income decrease of (exp(-0.801) - 1)*100 =
55%. - Source: Own calculations based on RtW Survey.
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For both, the total sample and the sub-sample of May-graduates, the estimated effect sizes are
small and the confidence intervals include zero, suggesting no impact of the RtW program (train-
ing plus placement) on incomes and wages.

Figure 4.9.3 presents the estimated program impact on working hours among employed re-
spondents for the total sample and the subsample of participants who graduated in May 2019
(TC, YMCA and YWCA). The treatment effects are overall small, except for the estimate on place-
ments in addition to the RtW training in the subsample of May-graduates, which is negative and
large (-50). However, all confidence intervals include zero, suggesting that the RtW program
(training plus placement) did not significantly affect working hours of those that were employed.

Figure 4.9.3
Estimated treatment effects on monthly working hours among employed respondents
Total sample TC, YMCA and YWCA
I \
Hours worked among | \
employed (monthly) I \
I \
I \
| \
RtW with placement vs. control i i
I \
I \
I \
RtW with placement vs. RtW only | : ;
I I T \l I I T I 1 I
-150 -100 -50 0 50-150-100 -50 0 50

Source: Own calculations based on RtW Survey.

49.3 Robustness checks

Overall, the results presented in this section suggest that the RtW training and placement pro-
gram had no impact on employment and labor market outcomes on average by February 2020.
In order to alleviate potential concerns about the survey measuring outcome indicators too
shortly after the program roll-out when potential positive program impacts may not have mate-
rialized yet, the estimations in sections 4.9.1 and 4.9.2 already considered the subsample of re-
spondents who had graduated in May 2019, about six months prior to the other respondents.
The results of the subsample analysis with May-graduates may suggest two things: first, the ad-
ditional six months were still not sufficient for potential positive impacts to unfold and even
longer-term impact assessments are required, or, second, there were no positive program im-
pacts overall. However, these are speculative considerations, which cannot be answered given
the set-up of this study.

To further check the robustness of the results presented in sections 4.9.1 and 4.9.2, an alterna-
tive estimation method based on a Double Machine Learning approach (outlined in section 4.3.1)
was used to estimate the impact of the RtW training and placement program on the same em-
ployment and income indicators. The results based on the Double Machine Learning approach
are presented in Appendix A3.2 and they confirm the results presented in Figures 4.9.1 to 4.9.3.
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4.10 Program impact for sub-groups of RtW respondents

The estimated treatment effects discussed in section 10 present average treatment effects for
the whole study population (or those graduated in May). However, the treatment effects for
specific sub-populations may differ from those for the whole study population. In this section,
the sample is divided into sub-samples of participants with specific background characteristics
and the impact of the RtW training and placement program is estimated for those sub-popula-
tions. The background characteristics under consideration are:

1. respondents aged less than 25 years versus respondents 25 years and older,

2. respondents who had sustained previous work experience, measured as having
worked for pay in one job for six months, versus respondents who do not have signif-
icant prior work experience,

3. respondents who have any previous work experience in the construction sector (could
be a paid or unpaid job or internship) versus respondents that do not have construction
sector experience,

4. respondents who have any previous work experience in mechanical or electrical work
(could be a paid or unpaid job or internship) versus respondents that do not have ex-
perience in mechanical or electrical work, and

5. respondents who graduated in a diploma level course versus respondents who gradu-
ated in a certificate level course. 56

These sub-samples are constructed from the total sample, including respondents who gradu-
ated in May and who graduated in November, because the sub-sample sizes would be too small
if they were constructed from the sample of respondents who graduated in May only.

The figures in this section will only include treatment effects on employment indicators. The
results for incomes, wages, and working hours are presented in Appendix A3.3.

4.10.1 Program effect heterogeneity by respondents’ age

Figure 4.10.1 presents the RtW program impact on employment in a sub-sample of respondents
who are younger than 25 years old on the left-hand side and in a sub-sample of respondents who
are 25 years or older on the right-hand side. The coefficients tend to be small and all but one
confidence interval include zero, suggesting no differential impact of the RtW program by re-
spondents' age.

In the sub-sample of older participants, the effect of the RtW training and placement in com-
parison to the no-intervention control group on formal employment is significantly positive.
However, the effect on the RtW training and placement in comparison to the RtW training only,
does not show a similar effect.

Appendix A3.3 presents the program effects by respondents’ age on income, wages, and work-
ing hours and suggests no significant treatment effect for either age group.

56 Further potentially interesting effect heterogeneities exist. For example, gender was not considered be-
cause the sample of female participants was too small.
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Figure 4.10.1
Estimated treatment effects on employment by respondents’ age
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Source: Own calculations based on RtW Survey.

4.10.2 Program effect heterogeneity by respondents’ prior sustained work experience

Figure 4.10.2 presents the RtW program impact on employment in a sub-sample of respondents
who had worked six months in one job prior to the study on the left-hand side and in a sub-
sample of respondents who had not previously worked six months in one job on the right-hand
side. The coefficients tend to be small and the confidence intervals include zero, suggesting no
impact of the RtW program for respondents with and without sustained work experience.

Appendix A3.3 presents the program effects by respondents’ sustained work experience on in-
come, wages and working hours and shows no significant treatment effects for respondents with
and without sustained work experience.

Figure 4.10.2
Estimated treatment effects on employment by respondents’ prior work experience

Worked six months in No work experience of
one job at least six months
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Source: Own calculations based on RtW Survey.
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4.10.3 Program effect heterogeneity by respondents’ construction sector experience

Figure 4.10.3 presents the RtW program impact on employment in a sub-sample of respondents
who had prior work experience in the construction sector on the left-hand side and in a sub-
sample of respondents who did not have prior work experience in the construction sector on the
right-hand side. The coefficients tend to be small and the confidence intervals include zero, sug-
gesting no impact of the RtW program for respondents with and without experience in the con-
struction sector.

Figure 4.10.3
Estimated treatment effects on employment by respondents’ prior construction sector experi-
ence

Past experience in the No past experience in the
construction sector construction sector
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Source: Own calculations based on RtW Survey.

Appendix A3.3 presents the program effects by respondents’ construction sector experience on
income, wages and working hours and shows no impact of the RtW program for respondents
with and without experience in the construction sector.

4.10.4 Program effect heterogeneity by respondents’ electrical or mechanical sector expe-
rience

Figure 4.10.4 presents the RtW program impact on employment in a sub-sample of respondents
who had prior experience in electrical or mechanical works on the left-hand side and in a sub-
sample of respondents who did not have prior experience in electrical or mechanical work on the
right-hand side. The coefficients tend to be small and the confidence intervals include zero, sug-
gesting no impact of the RtW program for respondents with and without experience in electrical
or mechanical work.

Appendix A3.3 presents the program effects by respondents’ prior experience in electrical or
mechanical work on income, wages and working hours and shows no impact of the RtW program
for respondents with and without experience in electrical or mechanical work.
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Figure 4.10.4
Estimated treatment effects on employment by respondents’ prior experience in electrical and
mechanical work

Past experience in No past experience in
electrical/mechanical sector electrical/mechanical sector
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Source: Own calculations based on RtW Survey.

4.10.5 Program effect heterogeneity by respondents’ vocational training level

Figure 4.10.5 presents the RtW program impact on employment in a sub-sample of respondents
who graduated in a diploma level vocational training course on the left-hand side and in a sub-
sample of respondents who graduated in a certificate level vocational training course on the
right-hand side. For respondents with a diploma level degree, the coefficients on employment
status and decent employment are positive and sizable for both comparisons, the comparison to
the no-intervention control group and to the RtW-training-only group.

Figure 4.10.5
Estimated treatment effects on employment by respondents' vocational training level
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Source: Own calculations based on RtW Survey.
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However, the effects are not statistically significant and therefore, it cannot be concluded that
the RtW training and placement program had a positive effect on employment for diploma level
students. The remaining coefficients tend to be small and the confidence intervals include zero.

Appendix A3.3 presents the program effects by respondents’ vocational training level on in-
come, wages and working hours and shows no impact of the RtW program for respondents with
diploma or certificate level vocational training.

4.11 Program impact on secondary outcomes

Besides employment and earnings, the RtW program may have affected participants’ lives in
multiple other ways. In this section, we examine whether the RtW training and placement pro-
gram influenced participants’ aspirations with respect to future labor market outcomes as well
as their migration intentions.

4.11.1 Employment and earnings aspirations

Figure 4.11.1.a describes respondents’ confidence in having work in the next 12 months by
treatment group. Overall, 57% of respondents are quite or very optimistic about having a job in
the next year and 20% are not very optimistic or not optimistic at all. RtW beneficiaries tend to
be more optimistic than control group members. In both RtW beneficiary groups 60% of respond-
ents are optimistic to have a job, whereas in the no-intervention control group 54% are optimistic
to have a job. Accordingly, 24% of the no-intervention control group is not optimistic, whereas
only 19 and 15% of the RtW training only and the RtW-with-placement group are not optimistic.

Figure 4.11.1

Response to the question in a) “How optimistic are you that you will have work in the short
term, i.e., during the next 12 months?” and b) “How optimistic are you in finding work that
satisfies your expectations in terms of tasks and salary in the long term, i.e., after 12 months
from now?” by treatment group

a) Short-term employment aspirations (next 12 months)
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b) Long-term employment aspirations (after 12 months)
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Source: Own calculations based on RtW Survey.
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Figure 4.11.1.b describes respondents’ confidence in finding a job that satisfies their expecta-
tions in terms of tasks and salary in the longer term, i.e., after 12 months. Considerably more
respondents are quite or very optimistic to find such work in the long-term (68%) than they are
optimistic to find work in the short-term. The confidence in having a job in the long-term is high-
est in the RtW-with-placement group (74%), followed by the RtW-training-only group (71%), and
the no-intervention control group (63%).

Figure 4.11.2 shows the distributions of income aspirations of respondents in the short-term
(within the next 12 months) and in the long-term (after 12 months). While in the short-term few
participants aspire monthly incomes above 1,000,000 UGX, in the long-term many more do. Yet,
even in the long-term, most respondents aspire to earn between 500,000 and 1,300,000 UGX.

Figure 4.11.2
Monthly income aspirations (in 1,000 UGX) for a job held a) in the next 12 months and b) after

12 months by treatment group

a) Short-term income aspirations (next 12 months) b) Long-term income aspirations (after 12 months)
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Source: Own calculations based on RtW Survey.

Figures 4.11.3 and 4.11.4 present the estimated treatment effects of the RtW training and
placement program on short-term and long-term employment and income aspirations. For em-
ployment (Figure 4.11.3), the effect signs differ between whether the RtW-with-placement
group is compared to the no-intervention control group (positive) or the RtW-training-only group
(negative). However, the confidence intervals are large and suggest that the RtW program had
no effect on employment aspirations. Similarly, Figure 4.11.4 shows that the RtW program had
no impact on income aspirations in the short- and long-term.
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Figure 4.11.3
Estimated treatment effects on short-term (up to 12 months) and long-term (after 12 months)
employment aspirations

Total sample TC, YMCA and YWCA
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Source: Own calculations based on RtW Survey.

Figure 4.11.4
Estimated treatment effects on short-term (up to 12 months) and long-term (after 12 months)
income aspirations
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Source: Own calculations based on RtW Survey.

4.11.2 Migration intentions

Figure 4.11.5 presents respondents’ attitudes towards international migration. The large ma-
jority of respondents (81%) would like to move permanently or at least for 12 months to another
country if they had the opportunity. However, much fewer respondents are actually planning to
move to another country in the next 12 months (12%) or have made preparations to move (3%).
The percentage share of respondents who would move to another country if they had the op-
portunity is similar across treatment groups (80-83%). However, the percentage share of re-
spondents who have made preparations to move is at least twice as high in the RtW-training-
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only group (5%) in comparison to the no-intervention control group (2.6%) and the RtW-with-
placement group (2.1%).

Figure 4.11.5
International migration intentions by treatment group
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Note: Responses to the questions described in the figure legend are dichotomous yes/no re-
sponses. - Source: Own calculations based on RtW Survey.

Figure 4.11.6 presents the estimated treatment effects on respondents’ willingness to migrate
and whether they had planned to migrate in the next 12 months. Preparations to migrate were
not considered for the treatment effect estimations because too few respondents had made
plans (see Figure 4.11.5). Figure 4.11.6 shows that the RtW program had no effect on migration
intentions and plans to move in the next 12 months.

Figure 4.11.6
Estimated treatment effects on migration intentions and plans to migrate in the next
12 months
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Note: Both are binary (yes/no) response indicators to the questions “Ideally, if you had the oppor-
tunity, would you like to move permanently or at least for 12 months to another country” (migra-
tion intentions) and “Are you planning to move permanently to another country in the next 12
months, or not?” (migration plans). - Source: Own calculations based on RtW Survey.
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4.12 Summary and discussion

The objective of this study was to assess the short-term impact of the RtW program on employ-
ment and labor market outcomes among recent vocational training graduates in Uganda. The
RtW program included a two-day training in work readiness and a matching to UMA member
companies for an internship or job, although, not every participant who was trained in work
readiness was also matched to a company. The focus of this impact evaluation was specifically
on the effectiveness of the completion of both RtW components as a measure to overcome the
common lack of practical experience of vocational training graduates and related difficulties in
the school-to-work transition.

Study participants had graduated from their respective vocational training institute in either
May or November 2019 and RtW beneficiaries had been trained in work readiness at some point
in their final school year. A third of the graduates trained in work readiness was subsequently
matched to UMA member companies. In February 2020, RtW beneficiaries as well as graduates
who were not part of the RtW program participated in a survey about their current and retro-
spective employment status and earnings. Initially another survey had been planned for late-
2020, which was cancelled due to the COVID-19 pandemic and it’s assumed effect on labor mar-
kets.

The treatment effect estimations suggest that the RtW training and placement had no impact
on employment and earnings in the short term. This result holds for comparisons of the treat-
ment group, i.e., beneficiaries who were trained and placed, with (i) the no-intervention control
group and (ii) the RtW-training-only group. The results were further confirmed when alternative
estimation methods and subsamples were used.

The heterogeneity of program impacts was analyzed in sub-samples of respondents who
(i) were younger than 25 years or 25 years and older, (ii) had been working for one employer for
at least six months prior to the study, (iii) had previous work experience in the construction sec-
tor, (iv) had previous experience in mechanical or electrical works, and (v) completed either a
certificate level or diploma level vocational training. In none of these sub-samples did the RtW
program have employment or income effects.

In addition, employment and earnings aspirations as well as migration intentions have been
assessed. As for direct labor market outcomes, the RtW program did neither affect aspirations
nor migration intentions.

The study is subject to two main limitations. The first and foremost limitation is the point in
time at which post-program labor market outcomes were measured. As discussed in section
4.6.2, some respondents in the treatment group were still in internships with UMA companies at
the time of the survey and the majority of respondents had only completed their placement in
the past three months. This raises major concerns about whether any potential program effects
could have existed at all at the time of the survey in February 2020. To tackle and alleviate this
concern, all analyses were conducted in a sub-sample of respondents who had attended tech-
nical colleges or vocational training institutes with graduation dates in May 2019, rather than in
November 2019. The beneficiaries in this subsample had been trained in work readiness and
matched with UMA companies considerably earlier and, at the time of the survey in Febru-
ary 2019, essentially all treatment group members had completed their placement at least three
months ago. But, also in this sub-sample of early graduates the RtW program did not show posi-
tive treatment effects.
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However, even for the sub-sample of early graduates, the measured program effects would be
considered short-term and some concerns, for example, about beneficiaries' potential disad-
vantage in the time to search for a job, remain. Thus, the results presented in this study do not
exclude the possibility that positive program effects exist, which have not unfolded yet at the
time of the survey.

The second limitation of the study is that unobserved or unmeasured differences between
treatment and control groups may drive the estimated treatment effects. For example, if the
control group had better labor market potential prior to the RtW program and, therefore, de-
cided not to participate in the RtW program, the estimation strategy used in this study may not
be able to capture such differences between treatment and control groups and the estimated
program impact would be downward biased. To avoid this limitation, randomized controlled
trails (RCT) have established as the gold standard of impact evaluation methods. In the RCT ap-
proach, study participants cannot select themselves into the program based on their abilities,
skills, motivation, and potential. Instead, a random allocation mechanism sorts participants into
treatment and control group which ensures that participants of the two groups are similar on
average. However, randomized evaluations may not always be practical as they require substan-
tial ex-ante planning (i.e., prior to program implementation) and close coordination between
program implementers and researchers.

In contrast, this study was detached from all aspects of program implementation and relied on
an ex-post evaluation design. As part of the ex-post design a plethora of participant background
characteristics were collected in order to model their decision to join the RtW program. Further,
two methods were used to model the selection process, one based on theoretical grounds and
one based on a Double Machine Learning algorithm. Yet, these ex-post methods rely on the in-
dividual characteristics that were measured, and it cannot be ruled out that unobservable char-
acteristics did downward bias (or up-ward bias) the estimates of treatment effects (also referred
to as omitted variable bias), leading to the observed null-effects.

159



5 Quantitative Evaluation of the S4C program

5.1 The Skills for Construction program

The Skills for Construction (S4C) program is a skill promoting program supported by E4D that
aims at improving employment outcomes for Ugandan youths by bridging the skills gap in the
natural resource sector. It was implemented by the Solid Rock Group Uganda in partnership with
the international consulting firm GOPA.

The S4C program consisted of two training levels and a placement component. Between
March 2019 and March 2020, 1,587 disadvantaged young people were trained in eight cohorts
on training sites either in Pakwach or in Kampala. The training was designed to meet the needs
of upcoming investments in the oil and gas sector, but the skills covered are transferable to other
sectors and are highly relevant for the Ugandan labor market in general. The training curriculum
strongly emphasized practical training elements, repetition, and consolidation and was imple-
mented by four local training providers, of which two were located in Pakwach and two in Kam-
pala. Before the SA4C program started, trainers at these institutions underwent a Continuing Pro-
fessional Development program, which covered international health and safety standards and
instructional methods.

The SAC training consisted of two parts, referred to as S4C level 1 training and S4C level 2 train-
ing. In S4C level 1 training, participants underwent a 9-day general work readiness training and a
10-day training in basic construction skills as well as a two-week international certification pro-
gram in health, safety, and environment standards. S4C level 1 training concluded with an inter-
national Engineering Construction Industry Training Board (ECITB) certification level I, called HSE
passport. Depending on the cohort and the training site, 35 to 80% of the highest performing
students of S4C level 1 training proceeded to S4C level 2 training, which was an ECITB level Il
training in either rigging or pipe fitting.

Following an outreach campaign to advertise the S4C program, individuals who were interested
in participating in the S4C program could register their interest over the phone. At the time of
registration, potential participants had to pass a short selection test and a somewhat more com-
prehensive test in person at a later time in order to be admitted to the program. This test in-
cluded some very basic questions concerning technical knowledge and the modalities of the
training to assess applicants’ aptitude and motivation for participation in the program.

In addition to training, the program included a placement component. Upon completion of ei-
ther S4C level 1 or S4C level 2 training, a subset of beneficiaries was matched to companies for
either an internship or a job placement. Placements were facilitated either at career fair events
that connected participants who had completed their training with representatives of hiring
firms or, alternatively, companies could file individual requests for interns or staff. For the second
alternative, companies indicated their preferences for the candidate’s skill set and S4C then iden-
tified trainees who matched the requested profile and encouraged them to apply for the posi-
tion. In both matching processes candidates went through a regular selection procedure and
could be rejected by the company after all. Companies partnering with the S4C program had
committed to receive a certain number of S4C beneficiaries for each quarter of 2020. However,
the number of placements actually implemented was lower, which is partly due to the COVID-19
pandemic that hit Uganda in March 2020. The matching process was not structured with respect
to cohort, such that a trainee of any cohort could be placed at any time.

The needs-based approach of the matching service had multiple implications for the coverage
and selection of beneficiaries. First, not all trainees who completed the S4C training were placed
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in internships or jobs because not all of them were offered a position and some trainees who
have been offered a position rejected it. Reasons to reject positions included workplaces being
located too far away from residences, transport and opportunity costs were perceived as too
high, or having a better outside option, such as a regular job offer. Second, and closely related to
the first point, placements were based on merit or skills, such that, among trained students, po-
tentially those who had better labor market prospects already, were placed in internships or jobs
through the S4C program. Third, placements did not immediately follow the S4C training. Fourth,
the length of internships differed across participants. Points three and four suggest considerable
heterogeneity in the time of program completion. A more detailed description of the sample and
timing of internships follows in sections 5.5 and 5.6.

5.2 Research questions

The main objective of this project is to understand if and how the S4C program has contributed
to improved labor market outcomes for participants. The program consisted of three compo-
nents: (i) the level 1 training, (ii) the level 2 training, and (iii) internship or job placements. How-
ever, not all beneficiaries participated in all three components. This report seeks to answer three
main research questions by comparing the employment outcomes of different groups of benefi-
ciaries with appropriate control groups.

(RQ#1) What are the overall effects on employment and earnings of the S4C program (in-
cludes any combination of program components)?
- (S4C program) vs. (no treatment)

(RQ#2) What are the gains in employment and earnings from a placement facilitated by S4C
in addition to participation in the S4C level 1 or level 1 and 2 training?
- (S4C training + placement) vs. (S4C training only)

(RQ#3) What are the gains in employment and earnings from participating in the level 2
training in addition to participation in the level 1 training?
- (S4C level 2 training) vs. (S4C level 1 training)

The first research question assesses the average gains from participation in any component of
the S4C program in comparison to not participating at all. Thus, the treatment group contains
beneficiaries who participated either only in the level 1 training, with or without a subsequent
placement, or in both level 1 and level 2 training, with or without a subsequent placement. The
control group consists of respondents who had registered their interest in the program but did
not end up participating in any component.

Because the S4C training was quite intensive, lasting either 6 weeks (for level 1 training) or even
10 weeks (for both level 1 and level 2 training), it is expected that the training alone can have a
positive impact on job market outcomes even if it was not complemented by a placement. Still,
placements may have an additional effect. This is what the second research question addresses
by comparing beneficiaries who participated in the S4C training (either only level 1 or level 1 and
level 2) and a placement to those who participated only in the training. This comparison identifies
the additional effect of a placement, but it cannot isolate the effect of a placement alone (not
preceded by a S4C training).

Finally, the third research question seeks to isolate the additional effect of the level 2 training.
To this end, job market outcomes of beneficiaries who participated in both training levels are
compared to those who participated only in the level 1 training. Both groups contain beneficiar-
ies who participated only in the training and others who subsequently obtained an internship
placement.
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5.3 Research design

Rigorous impact evaluation is the measurement of changes in relevant indicators, e.g., employ-
ment, that can be causally attributed to a policy intervention. At the heart of rigorous impact
evaluation is the counterfactual problem, which is that it is unknown what would have happened
to the respective beneficiary group in the absence of the intervention or policy program. The
counterfactual problem makes it inherently difficult to causally attribute changes in relevant out-
come indicators to the considered program. In order to emulate counterfactual scenarios, spe-
cific research designs and estimation methods are used to establish causality of program impacts.

This section describes the estimation methods used to emulate such a counterfactual scenario
for the S4C program evaluation. They make use of respondents who (i) registered their interest
in S4C but did not end up participating as a comparison group for RQ#1, (ii) beneficiaries who
participated only in the training but not in internship placements as a comparison group for
RQ#2, and (iii) beneficiaries who participated only in level 1 training as a comparison group for
RQ#3.

5.3.1 Estimation methods

To measure the S4C program impacts, a survey of 1,218 respondents who had registered their
interest in the program was conducted in November and December 2020. However, not every-
one who had registered was actually trained. The S4C training was organized in 8 cohorts that
were trained between March 2019 and March 2020. For the analysis, respondents that did not
participate in the training were assigned to the cohort for which they had registered. The evalu-
ation sample consisted of five groups of respondents:

1. beneficiaries who participated only in S4C level 1 training,

2. beneficiaries who participated in both S4C level 1 and level 2 training but not in place-
ments,

3. beneficiaries who participated in S4C level 1 training and placements,

4, beneficiaries who participated in S4C level 1 and level 2 training with placement, and

5. respondents who did not take part in any component of the program.

For the estimation of the overall program impacts (RQ#1), the first four groups constitute the
treatment group and group five is the control group. For the assessment of the additional impacts
of placements (RQ#2), the treatment group comprises the third and fourth group and the control
group consists of the first two groups. For the evaluation of the additional effects of the S4C
level 2 training, the second and fourth group constitute the treatment group and the control
group consists of the first and third group.

As described in section 5.1, admission to the different program components was not random.
In order to be considered for program participation, potential beneficiaries had to pass a selec-
tion test. Additionally, admission to the level 2 training was based on test results from level 1.
Moreover, placements were driven by companies’ needs and may have depended on the train-
ees’ skills. Finally, potential beneficiaries could of course always choose not to participate in (a
component of) the program even if they were offered a place. This means that for all three anal-
yses, respondents in the treatment group may systematically differ from respondents in the con-
trol group.

162



Because admission to the different components of the program depended, at least to a certain
degree, on performance, it is possible that program participants would have had better job mar-
ket prospects than non-participants even in the absence of the program. Simply comparing job
market outcomes of both groups would then result in an overestimation of the program effect.
However, it is also possible that potential beneficiaries decided not to participate in (another
component of) the program because they had a better outside option, such as a job offer. In this
case, the measured program impact would be downward biased.

To restore comparability of treatment and control groups, linear multivariable regression mod-
els are used to answer RQ#1 and RQ#2. These models control for observable background char-
acteristics of respondents that might drive participation in the program as well as labor market
outcomes. Important background characteristics are demographic and socioeconomic status var-
iables, such as age, gender, region of residence, education, previous work experience, household
size and household wealth, education level and job position of the most educated household
member, as well as the respective outcome variable measured at registration for program par-
ticipation. Controlling for pre-intervention outcomes (i.e., the respective outcome at registra-
tion) is similar to employing a difference-in-differences method but has the statistical advantage
of being more efficient than the classical difference-in-differences interaction model approach.s
In addition, the estimation strategy does not rely solely on pre-intervention employment out-
comes as some difference-in-differences analyses do, but also controls for the sociodemographic
background characteristics listed above.

For the evaluation of the additional impact of the S4C level 2 training, a fuzzy regression discon-
tinuity design is used. The selection into level 2 of the S4C program was designed to follow a strict
decision rule, which was based on the beneficiaries’ performance score at the end of the S4C
program’s level 1 assessment. The decision rule was that the best 35-80% (depending on the
respective cohort) of level 1 participants should proceed to level 2. In practice, this rule was not
strictly implemented. One reason for not strictly implementing the decision rule might have been
that some trainees who had reached the required performance score for admission to S4C level
2 training decided not to take the training, such that the remaining slots were given to less suc-
cessful S4C level 1 trainees. Still, there was a strong correlation between level 2 participation and
having achieved at least the required score in level 1 assessment. The idea of a regression dis-
continuity design is that beneficiaries who have just missed and beneficiaries who have just
reached the required cutoff level essentially have identical abilities and that the minimal differ-
ences in their score are due to chance. This implies that, around the cutoff, assignment to treat-
ment is as good as random. Thus, outcomes for beneficiaries sufficiently close to both sides of
the cutoff can be compared in order to obtain the causal treatment effect of training participa-
tion. In our analysis, we additionally control for demographic and socioeconomic background
characteristics to increase the precision of the estimates and to account for potential other se-
lection mechanisms into the S4C level 2 training.

57 Difference-in-differences is an econometric method to measure the impacts of an intervention or policy
program by comparing the average change over time in the outcome variable, e.g., employment status,
for the treatment group with the average change over time in the outcome variable for the control
group. The key assumption of this method is that the change over time in the outcome variable for the
treatment group would have been the same as the change over time in the outcome variable for the
control group in the absence of the intervention or policy program. This method thus relies on the ob-
served outcome variables and, in the case of the S4C impact evaluation, assumes that pre-intervention
outcomes reflect participants labor market potential.
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5.3.2 COVID-19 and the timing of data collection

Data collection was originally planned to be carried out separately for each cohort nine months
after the respective end of S4C level 2 training. This would have meant to start data collection
for cohort 1 in January 2020 and complete data collection for cohort 8 in December 2020. The
original design was not feasible due to two reasons. First, a placement component was added to
the program. This implied that there would have been very little time for employment benefits
to materialize for beneficiaries who completed an internship after the end of the training if data
collection were carried out according to the original schedule. Second, the COVID-19 pandemic
hit Uganda in late March 2020.

Therefore, it was decided to jointly collect data for all eight cohorts in November and December
2020. By November 2020, some of the most severe government measures for the containment
of the COVID-19 pandemic (e.g., curfews and public transport restrictions) had been relaxed.
Nevertheless, the labor market was still affected by the pandemic and corresponding govern-
ment measures. It is, thus, expected that program evaluation based on respondents’ labor mar-
ket outcomes in November and December 2020 will be affected by the impact of the pandemic
and may not reflect the full potential benefits from program participation. Therefore, the survey
also elicited pre-pandemic labor market outcomes via a set of recall questions.

The analyses in section 5.10 evaluate program impacts with respect to two different endlines:
a) February/ March 2020 (pre-pandemic), b) November/ December 2020. In a robustness check,
outcomes were measured in November/ December 2020, but respondents who indicated to
have lost their job or income due to the pandemic were considered as still employed or earning
their pre-pandemic income, respectively. The intention was to circumvent the potential impact
on outcomes resulting from either the pandemic (if measuring them in November/ December)
or from not having had enough time to search for a job (if measuring them in February/ March).

5.3.3 Outcome indicators

The S4C program seeks to improve labor market prospects and outcomes of young people in
Uganda. Therefore, the primary outcomes of this impact evaluation constitute direct employ-
ment benefits, which include different forms of measuring employment status and earnings.

The different employment measures are dichotomous variables (1 if employed, 0 if unem-
ployed) and include the following indicators:

1. Employment status, which is defined as any paid work. It includes self-employment
and excludes paid internships.

2. Decent employment, which is defined as paid work of at least 20 hours per week that
earns at least 148,632.54 UGX per month. It includes self-employment and excludes
paid internships.

3. Self-employment, which is defined as any own-account work or own business.

4, Job with contract, which relies on the respondents’ answer to whether he or she had
a contract with the employer (excluding internships).

58 Workplace closures and stay-at-home restrictions were still in place. Public transport restrictions, how-
ever, had been lifted (https://ourworldindata.org/policy-responses-covid).
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Formal employment, which relies on guidelines of the United Nation’s International
Labor Organization on measuring informality based on the 15th and 17th International
Conference of Labour Statisticians (International Labour Organization 2009, 2013). A
person who works for someone else with pay and receives at least one of thirteen ben-
efits (e.g., paid sick leave, insurance, social security etc.) or pays taxes is considered to
have a formal job (excluding internships). Self-employment is considered formal if the
enterprise is registered or taxes on earnings were paid.

The income measures assessed include:

6.

Total income in UGX, which is the sum of earnings from all paid work for participants
who have paid work and zero for participants who do not have paid work (internships
are not considered work).

Total income among employed in UGX, which is the sum of earnings from all paid work
for participants who have paid work (internships are not considered work; estimation
sample excludes those without paid work).

Hourly wage among employed in UGX, which is the average hourly wage rate or earn-
ings from all paid work for those who have paid work (internships are not considered
work; estimation sample excludes those without paid work).

In addition to employment status, income, and hourly wages, also working hours were assessed
in order to fully understand the relationship between total income and wages. Specifically, the
following outcome indicator was used:

Total number of hours worked among employed, which is the sum of hours worked per month
in all paid jobs for participants who have paid work (estimation sample excludes those without
paid work).

In addition to employment and earnings, the following secondary outcomes were assessed:

Employment aspirations in the long term:

Employment aspirations in the long term, which is the response to the question “How
optimistic are you that you will have work in the long term, i.e., 5 years from now?” on
a scale from 1 (not optimistic at all) to 5 (very optimistic).

Income aspirations in the long term, which is the response to the question “How much
would you earn monthly from that work?”

Migration intentions:

Internal migration intentions, which is the response to the question “To what extent, if
at all, would you like to move to another region within Uganda to live?” on a scale from
0 (not at all) to 3 (a lot).

External migration intentions, which is the response to the question “To what extent,
if at all, would you like to move to another country to live?” on a scale from 0 (not at
all) to 3 (a lot).

165



5.4 Data collection

5.4.1 Sample size and response rates

The survey took place between November 12 and December 29, 2020. The targeted sample size
was 2293, however, only 1,218 interviews were conducted. Of these 1,218 interviews

- 233 respondents were beneficiaries who participated only in the S4C level 1 training,

— 357 respondents were beneficiaries who participated in both S4C level 1 and level 2
training but not in placements,

- 20 respondents were beneficiaries who participated in the S4C level 1 training and a
placement,

— 49 respondents were beneficiaries who participated in the S4C level 1 and level 2
training with a placement, and

— 559 respondents did not take part in any component of the program.

Contact details were available for 3,581 potential respondents, but it was not possible to reach
out to all potential respondents due to time and budget constraints. The interviewing process
started with the first cohort and then moved on to the next until reaching cohort 8. In total,
2,753 potential respondents were attempted to be called. 1,218 completed interviews, thus, cor-
responds to a response rate of 44%. The main reason for attrition were unanswered phone calls
(46%) and wrong phone numbers (24%).

The distribution of treatment groups across cohorts with different end dates of training is
shown in Table 5.4.1 for control group members, Table 5.4.1 reports hypothetical end of training
dates, which are based on the end date of level 1 training of the cohort for which they had reg-
istered.

Table 5.4.1
Number of respondents by cohort and treatment group
(Hypothetical) end of training®® Participation in
Cohort Level 1 Level 2 No training Level 1 Level 2
1 March 2019 April 2019 205 47 45
2 May 2019 June 2019 147 43 55
3 June 2019 July 2019 64 48 60
July 2019/
4 August 2019 August 2019 35 25 50
5 September 2019 October 2019 38 22 65
6 October 2019 November 2019 31 22 65
November2019/
7 December 2019 January 2020 20 9 52
February 2020/
8 January 2020 March 2020 19 11 31

Source: Own calculations based on S4C survey.

59 If two dates are indicated, the first one refers to the training site in Pakwach and the second one to the
site in Kampala. If only one date is indicated, they were the same for both sites.
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5.4.2 Study participants by treatment group, region of residence, and education

Figure 5.4.1 shows the distribution of respondents in the different treatment groups no train-
ing, training only and training with placement by their highest level of education completed. Fig-
ure 5.4.2 shows the distribution of training levels (no training, S4C level 1, S4C level 2) by educa-
tion. While all educational levels except the highest (post graduate diploma) and the lowest (pri-
mary education) are represented in all treatment groups and training levels, it is evident that a
higher proportion of respondents who were more intensely treated have received vocational
training as their highest level of education. 39% of respondents who were trained and subse-
guently placed had completed a certificate level and 19% a diploma level. About 50% of respond-
ents who received only the S4C training had vocational training (29% certificate level and 19%
diploma level). More than half of the respondents in the no-treatment control group, however,
had completed only secondary education (22% secondary-O level and 33% secondary-A level).
The picture that emerges for the different training levels (Figure 5.4.2) is very similar: More than
60% of those who were trained in S4C level 2 have completed vocational training (33% certificate
level and 30% diploma level), whereas the shares are much lower for the S4C level 1 training.
Vocational training was not a prerequisite for admission to the S4C program. Nevertheless, the
data suggest that it was helpful for (successful) participation. This is plausible since the S4C pro-
gram was very practice oriented and trained technical skills that some beneficiaries had studied
already during their vocational training.

Figure 5.4.1
Distribution of respondents in different treatment groups by level of education
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Figure 5.4.2
Distribution of respondents in different training levels by level of education
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Figure 5.4.3 shows the distribution of treatment groups by region of residence at the time of
registration and Figure 5.4.4 shows the distribution of participants in the different training levels
by their region of residence. It is evident that the majority of respondents lived in the Northern
region and in Kampala. This is not surprising since this is where the training sites were located.
Potential beneficiaries who lived near the training sites were more likely to learn about the S4C
program and, thus, to register their interest. Further, participation was less costly for those living
closer to the training sites because it was easier and cheaper for them to commute.

Figure 5.4.3
Distribution of respondents by treatment group and region of residence
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Figure 5.4.4
Distribution of respondents by training level and region of residence
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The distributions shown in Figures 5.4.1 to 5.4.4 illustrate the importance of controlling for re-
spondents’ education and region of residence at the time of registration for the S4C program
when evaluating the effectiveness of the S4C program because these background characteristics
potentially influenced selection into the program.

5.4.3 Timing of survey and program roll-out

The time that had passed between program participation and the survey in late 2020 was de-
termined by the cohort, the training level attended and the matching process of companies and
participants. Figure 5.4.5 illustrates the timing of the survey relative to these relevant events and
program activities by treatment group and training level, considering the following two
measures:

i. the number of days between the last day of the training and the survey (Figures 5.4.5.a-
b),

ii. the number of days between completion of the last internship and the survey (Figures
5.4.5.c-d).

Overall, the number of days between program completion and the survey differs by treatment
group and training level. The survey was conducted at the same time for all respondents. There-
fore, the time period between training completion and the survey is shorter for respondents who
participated in higher training levels. The same applies for days since last internship and partici-
pation in the S4C placement component. Theoretically, respondents from the control group and
from the S4C training only group could have participated in internships independently of the S4C
program. These individually sought internships are also included in Figures 5.4.5.c-d. Still, the
time period between completion of the last internship and the survey is shorter for the S4C with
placement group.
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It is reassuring that even for those groups that completed the program most recently, the last
day of the program was on average 460 days (last day of training for participants in S4C level 2
training; Figure 5.4.5.b) to 480 days (last day of training for S4C training only participants; Figure
5.4.5.a) before the survey. This means that the analyses can recover short to medium term ef-
fects of the program. Some internships were still ongoing when the survey was conducted, but
on average the last internship ended 380 to 515 days before the interview for all study partici-

pants.
Figure 5.4.5
Time between relevant program activities and date of the survey
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5.5 Background characteristics of study participants

This section describes individual level characteristics of respondents across treatment groups
and training levels with respect to participants’

a) sociodemographic background characteristics and
b) pre-intervention employment characteristics.

The pre-intervention employment indicators were inquired via a set of recall questions and date
back to the time when study participants had registered their interest in the S4C program. The
registration date depends on the cohort for which respondents registered and ranges between
January and December 2019. Similarly, some of the sociodemographic background indicators,
such as region of residence and household wealth, are based on recall questions in order to rep-
resent the situation prior to the S4C program and, thus, unaffected by the program.

The examination of individual level background characteristics serves two purposes. First, it de-
scribes the study population for whom treatment effects are measured. And second, it allows a
detailed investigation of the comparability of the different groups.

5.5.1 Sociodemographic characteristics

Table 5.5.1 presents sociodemographic background characteristics of respondents in the differ-
ent treatment groups (columns (1), (2), (4), and (5)) and the two training levels (columns (7) and
(8)). Columns (3), (6), and (9) compare background characteristics of S4C participants vs. pure
control group, S4C training plus placement beneficiaries vs. training only, and S4C level 2 vs. S4C
level 1 trainees, respectively.

Column (1) presents mean background characteristics (or percentage shares for binary indica-
tors) of the pure control group that did not participate in the S4C program at all. Column (2)
refers to all S4C beneficiaries. Column (4) shows mean characteristics of beneficiaries that par-
ticipated only in the training, while column (5) relates to those who participated in both the train-
ing and the placement component. Columns (7) and (8) refer to level 1 and level 2 trainees, re-
spectively.

The share of females among study participants is very low (9-19%) and the average age is
25 years. Most respondents have participated in a TVET program at some point during their ed-
ucation. The share of those with TVET education is lowest in the pure control group (43%) and
highest among those who participated in both the training and the placement (73%). Between
12 and 24% of respondents were attending school at the time when they were interviewed.
Alarge part (50-63%) had some work experience in the construction sector and a continued work
experience of at least 6 months when they registered for the S4C program. About 80% were sin-
gle and the average number of dependents was 2 (1 child and 1 adult).
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Table 5.5.1

Sociodemographic background characteristics of study participants

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Pure Std. f:;ci- S4C+  Std. S4C S4C Std.
con- S4C diff. ning place-  diff. level level Diff.
trol (1)-(2) only ment  (4)-(5) 1 2 (7)-(8)
% or % or % or % or % or % or
Mean Mean Mean Mean Mean Mean
Respondent characteristics
Age 2499 2533 -0.09 2539 24.88 0.16 25.12 2547 -0.10
Female 19.32 15.17 0.11 15.93 8.70 0.22 14.62 15.52 -0.02
g‘r’s;:;‘::idpate‘j n TVET 4347 6222 038 6102 7246 -024 5257 6823 -0.32
Still in school 24.69 17.15 0.19 17.80 11.59 0.18 22.53 13.79 0.23
Construction experience 50.09 5942 -0.19 59.08 6232 -0.07 5257 63.70 -0.23
Job > 6 months 50.81 54.17 -0.07 54.24 53.62 0.01 49.01 57.39 -0.17
Single 79.43 79.36 0.00 78.81 84.06 -0.13 77.87 80.30 -0.06
Child dependents 0.91 1.06 -0.09 0.96 194 -0.44 1.05 1.07 -0.01
Adult dependents 0.78 0.90 -0.07 0.81 1.62 -0.42 1.04 0.81 0.12
Region of residence
Kampala 43.63 38.56 0.10 39.79 27.94 0.25 4040 37.41 0.06
Central 25.67 17.36 0.20 17.84 13.24 0.13 17.60 17.21 0.01
Eastern 6.64 3.07 0.17 3.26 1.47 0.12 3.20 2.99 0.01
Northern 19.57 38.25 -0.42 36.36 5441 -037 35.60 3990 -0.09
Western 4.49 2.76 0.09 2.74 2.94 -0.01 3.20 2.49 0.04
Area of residence
City 11.29 10.75 0.02 9.43 22.06 -0.35 8.40 12.22 -0.13
Town 59.50 5945 0.00 59.69 5735 0.05 5880 59.85 -0.02
Peri-urban area 15.95 16.44 -0.01 16.98 11.76 0.15 19.20 14.71 0.12
Rural area/village 13.26 1336 -0.00 13.89 8.82 0.16 13.60 13.22 0.01
Household characteristics
PPI 63.10 61.05 0.14 6189 53.81 055 61.56 60.74 0.06
z:t“;j::a":&e':tblig;’:'?\’/:fh 5528 64.64 -0.19 6458 6522 -001 5929 67.98 -0.18
Position of household member
with highest education
Did not work 18.46 23.14 -0.12 2394 16.18 0.19 2460 2222 0.06
Office worker 22.04 21.77 0.01 2156 2353 -0.05 20.24 22.72 -0.06
Skilled tradesman 19.53 2298 -0.08 2292 2353 -0.01 18.65 2568 -0.17
Unskilled tradesman 26.52 22.37 0.10 21.22 3235 -0.25 22,62 22.22 0.01
Still studying 12.19 9.13 0.10 9.68 4.41 0.21 13.10 6.67 0.22
Don't know 1.25 0.61 0.07 0.68 0.00 0.12 0.79 0.49 0.04
Test of joint orthogonality
F-statistic 5.72 2.77 2.43
p-value 0.00 0.00 0.00
Observations 559 659 590 69 253 406

Source: Own calculations based on S4C survey.
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More than two thirds of the sample lived either in Kampala or in the Northern region at regis-
tration and the area of residence was mostly urban (roughly 10% city and 60% town). The average
Poverty Probability Index (PPI)sowhich measures the likelihood of a household being poor based
on a short set of questions about the household’s asset ownership and socioeconomic charac-
teristics: was about 60% for all households in the sample. In 60% of households, the household
member with the highest level of education had completed at least a TVET certificate. Occupa-
tions were categorized into three groups, including office workers (e.g., managerial workers, en-
gineers, professionals, and teachers), skilled tradesmen (e.g., technicians, soldiers, and shop as-
sistants), and unskilled tradesmen (unskilled laborers, farmers, assemblers, cleaners, helpers, se-
curity guards, drivers, street sellers, etc.) and the occupations of the household member with the
highest educational status were equally divided between these three categories.

Columns (3), (6), and (9) present statistics that allow to assess the similarity and, thus, compa-
rability of the groups. Column (3) compares S4C trainees to the pure control group. Column (6)
contrasts beneficiaries who received a placement in addition to the training with those who par-
ticipated only in the training and column (9) assesses the difference between level 2 and level 1
trainees. Columns (3), (6), and (9) show standardized differences (Std. Diff. in Table 5.5.1) as
measures of similarity for each characteristic separately. A standardized difference takes the dif-
ference in means of the two groups and weights it by the variance of the indicators (the variance
is @ measure of how much the indicator spreads around its mean). Standardized differences of
0.2 (or -0.2) or less are considered small. Thus, when the similarity of two groups is evaluated,
everything that is larger than the 0.2 threshold (or smaller than —0.2) would be considered as not
similar.

The last three rows of Table 5.5.1 in columns (3), (6), and (9) present the number of observa-
tions in each group and measures that evaluate the similarity across treatment and control
groups considering all presented characteristics jointly. A p-value below 0.1 would imply that the
listed background characteristics of the two considered groups are significantly different from
each other and, therefore, the two groups would not be comparable without applying econo-
metric techniques that restore comparability.

The test statistic at the bottom of column (3) indicates that S4C program beneficiaries and non-
beneficiaries significantly differ from each other taking into account all characteristics jointly.
Considering the individual standardized differences, there are two characteristics — namely, par-
ticipation in a TVET program before registration and region of residence at registration — that
exceed the threshold of 0.2 or -0.2. Participation in a TVET program and construction sector ex-
perience are less prevalent among the pure control group.

60 The Poverty Probability Index (PPI) is a tool to measure the likelihood that a household is living below
the poverty line. Higher values of the PPl imply a higher probability of living below the poverty line. The
index is assessed via 10 standardized questions where each answer option is linked to a country-specific
score (https://www.povertyindex.org/about-ppi).
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Comparing beneficiaries who received a placement in addition to the training to those who only
participated in the training, the p-value at the bottom of column (6) reveals large differences.
The individual standardized differences can be considered large for almost all background char-
acteristics. In general, beneficiaries who received a placement had a better starting point than
those who did not.

Turning to the comparison between S4C level 1 and level 2 trainees, the p-value at the bottom
of column (9) indicates marked differences as well. The background characteristics with the larg-
est differences are again TVET education and construction sector experience, as well as current
school attendance of the respondent and school attendance of the household member with the
highest level of education.

5.5.2 Employment status and earnings prior to the S4C program

Table 5.5.2 presents mean employment and income indicators at registration for study partici-
pants across the different groups. The table reveals that a substantial part (37-44%) of respond-
ents were in paid employment when they registered for the S4C program. Between 29% (S4C
with placement) and 38% (pure control group) even were in decent employment. The share of
study participants in formal employment ranged between 23% (S4C training only) and 30% (pure
control group). Self-employment and jobs with contract, by contrast, were only held by about
10% of respondents across all groups. Average monthly income among employed amounted to
roughly 550,000 UGX.

The p-values at the bottom of columns (3), (6), and (9) reveal that only the groups “S4C training
only” and “S4C with placement” differ significantly when considering all employment and income
indicators jointly. However, none of the individual indicators has a standardized difference of
more than 0.2 (or less than -0.2) for any two groups.
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5.5.3 Restoring the comparability of treatment and control groups

The similarity and thus comparability of treatment and control groups is important in order to
attribute measured employment effects to the impact of the S4C program and its components.
If treatment and control groups are not comparable, the measured treatment effects could be
due to participants’ different background characteristics and labor market potential. For exam-
ple, if S4C program beneficiaries were better educated than non-beneficiaries and better educa-
tion leads to better labor market opportunities, then estimated program effects may be due to
respondents’ education if the differences in education across the treatment groups were ignored
in the estimation approach. In order to restore the comparability of treatment and control
groups, we apply the estimation strategies outlined in section 5.3.1. That is, we control for rele-
vant background characteristics of participants that correlate with treatment group membership
and labor market outcomes and exploit the decision rule based on level 1 test scores for admis-
sion to level 2 training. Still, there may remain differences in characteristics that could not be
measured, such as ability or motivation.

5.6 Descriptive statistics on S4C placements

This section presents descriptive statistics about the placement component of the S4C program.
Specifically, it explores who was placed, who was still expecting to be placed when interviewed,
and when placements took place.

5.6.1 Who was placed?

Of the 659 respondents who participated in the S4C training, 69 (10%) received a placement
through the S4C program. Two types of placements were possible, either an internship place-
ment or a job placement. Detailed information about the placements, such as type of placement
and dates, is available for 50 study participants. Out of those, 15 indicated that the placement
was an internship with or without pay, respectively. 18 specified to have worked for someone
else with pay and 2 worked for someone else without pay.

This section describes the percentage shares of placed beneficiaries by sociodemographic back-
ground characteristics. This means that the sample is restricted to respondents with a certain
characteristic, for example, being female, and the share of placed beneficiaries among respond-
ents with that characteristic is presented. All figures in this section refer to the sample of 69 ben-
eficiaries who were placed through the S4C program.

Figure 5.6.1 presents the percentage share of placed beneficiaries from each cohort and train-
ing site. Relatively more respondents trained in Pakwach (between 4 and 19% per cohort) than
respondents trained in Kampala (0 to 15% per cohort) received a placement.
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Figure 5.6.1
Percentage share of beneficiaries placed by cohort and training site
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Source: Own calculations based on S4C survey.

Figure 5.6.2 reveals that 4 percentage points more beneficiaries of level 2 training received a
placement compared to those who participated only in level 1.

Figure 5.6.2
S4C placements by training level
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Source: Own calculations based on S4C survey.
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Figure 5.6.3 shows that the likelihood of receiving a placement differed by level of education as
well. Relatively more beneficiaries whose highest level of education was TVET received a place-
ment (14% for certificate level and 11% for diploma level), followed by those with secondary
education (15% for Secondary-O Level and 6% for Secondary-A Level). This is well in line with the
observation from section 5.4.2 that respondents with these educational levels are more likely to
be more intensely treated.

Figure 5.6.3
Percentage share of beneficiaries placed by level of education
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Source: Own calculations based on S4C survey.

Figure 5.6.4 presents the shares of beneficiaries placed by their gender and age. A slightly higher
share of male than female program participants received a placement (11% for males compared
to 6% for females). With regard to age groups, the proportion who received a placement was
higher for older beneficiaries (11% for those aged 21-24 and those aged at least 25, respectively,
compared to 0% for beneficiaries younger than 21 years).

Figure 5.6.4
Percentage share of beneficiaries placed by gender and age
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Source: Own calculations based on S4C survey.
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5.6.2 Who is still expecting to be placed?

At the time when the survey was conducted, only a small share of beneficiaries had received a
placement through the S4C program. However, companies had committed to about 900 place-
ments in total. Thus, the majority of participants who had not yet received a placement were still
expecting to be placed at a later point in time. It is plausible that these individuals invested less
effort in their job search because they aimed to start a (permanent) job only after completing
their placement. In this case, the analysis in this report chapter would overestimate the effec-
tiveness of the program’s placement component in improving employment outcomes. The im-
pact of the whole S4C program, by contrast, would be underestimated. The reverse logic could
also apply: Those who are already employed are not expecting a placement anymore.

Figures 5.6.5, 5.6.6, and 5.6.7 show the share of beneficiaries who are expecting to be placed
at a later point in time by cohort and training site, education, and gender and age group, respec-
tively. The proportion of trainees who are not expecting to receive a placement anymore is larger
for earlier cohorts (Figure 5.6.5).

Figure 5.6.5
Percentage share of beneficiaries who are still expecting to receive a placement by cohort and
training site
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Source: Own calculations based on S4C survey.

Figure 5.6.6 shows that the share of beneficiaries who is not expecting a placement is lower
among higher educated beneficiaries than lower educated ones. Potentially, this may be because
higher educated participants have a higher overall employment probability and are less depend-
ent on the placement.
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Figure 5.6.6
Percentage share of beneficiaries who are still expecting to receive a placement by level of
education
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Source: Own calculations based on S4C survey.

Figure 5.6.7 further shows that the share of beneficiaries who is not expecting a placement is
higher among females than males and among 21- to 24-year-olds than among 18- to 20-year-
olds and 25-year-olds and older ones.

Figure 5.6.7
Percentage share of beneficiaries who are still expecting to receive a placement by gender and
age
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Source: Own calculations based on S4C survey.

5.6.3 When were beneficiaries placed in internships?

This section refers only to placements into internships, but not job placements. Figure 5.6.8
describes how long before the survey the S4C internship placements had ended. This is important
because it determines how much time there was for the employment benefits of the S4C
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internship placements to materialize. While 1% of internships were still ongoing at the time of
the survey, for the remaining participants the internship had terminated at least 6 months ago
and for 43% it had even ended more than one year prior to the survey. This implies that the
analysis measures the short- to medium-term effects of the placement component.

Figure 5.6.8
Timing of S4C internship placement

’-ongoing [ less than 1 year [ at least 1 year ‘

Source: Own calculations based on S4C survey.

Figure 5.6.9 shows the share of respondents from each treatment group and training level that
completed any internship and the timing of those internships. The share of respondents who did
not complete any internship is slightly smaller among “S4C training only” beneficiaries and sub-
stantially smaller in the group that additionally participated in the placement component.

Figure 5.6.9
Timing of any internship
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To some extent, this reflects internships facilitated by the S4C placement component. The figure
shows that not everyone in the “S4C with placement” group completed an internship because
some beneficiaries were directly placed into jobs or no information was available on whether the
type of placement was an internship or a job. In addition, internships ended somewhat more
recently in this group. The same pattern emerges when comparing S4C level 1 to level 2 partici-
pants. The differences, however, are very small.

5.7 Participation in alternative employment promoting programs

Respondents of the pure control group may have participated in alternative employment pro-
moting programs other than S4C. Figure 5.7.1 reveals that this is indeed the case for 35% of non-
beneficiaries. 30% completed a skills training program and 10% participated in a matching service
(Figure 5.7.2).

Figure 5.7.1
Participation in any employment promoting program among pure control group
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Source: Own calculations based on S4C survey.

Figure 5.7.2
Type of employment promoting program attended by control group

Skills training

Matching service
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Source: Own calculations based on S4C survey.
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Figure 5.7.3 depicts the types of skills trainings attended by control group members. This was
not a single choice question because a training program can cover different types of skills train-
ings. 56% of those who participated in a skills training program received training in technical
skills, followed by 24% trained in life skills and 20% in soft skills. Thus, in terms of content, the
trainings attended by respondents from the control group were roughly comparable to the S4C
training.

Figure 5.7.3
Types of skills trainings attended by control group

Technical skills Soft skills

Computer skills People skills

Life skills Business skills

Banking skills Other skills

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

| Mo ves |

Source: Own calculations based on S4C survey.

The duration of those training programs is depicted in Figure 5.7.4. More than 70% of the train-
ings had a duration of less than one month and 35% even less than one week, implying they were
shorter than S4C level 1 training.

Figure 5.7.4
Duration of trainings attended by control group

0 < 1 week 1 week to 1 month 75 1 to 2 months
2 to 3 months WM > 3 months

Source: Own calculations based on S4C survey.
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Figure 5.7.5 sheds more light on the type of work experience that resulted from matching ser-
vices in which control group members participated. 36% did not lead to any work experience,
57% led to an internship, and only 7% to a job or an internship with subsequent retention.

Figure 5.7.5
Success of matching services

[ None [ Internship
[ Job Internship with retention

Source: Own calculations based on S4C survey.

5.8 Descriptive statistics on respondents’ job search

This section provides some insights into respondents’ job search. It describes the success of job
interviews, the duration and methods of job search and the impact the COVID-19 pandemic on
the search.

5.8.1 Interviews

Figure 5.8.1 shows the percentage share from the three treatment groups and two training lev-
els that received an invitation to at least one job interview. Respondents who were gainfully
employed in March or November are coded as having had an interview in this section. The share
of beneficiaries that were invited to at least one interview is slightly higher among level 2 trainees
compared to level 1 but is virtually the same for the three groups “pure control”, “S4C training
only”, and “S4C with placement”.
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Figure 5.8.1
Invitation to job interviews
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Source: Own calculations based on S4C survey.

Figure 5.8.2 compares the number of interview invitations received by members of the three
treatment groups and two training levels. Beneficiaries in the “S4C with placement” group were
invited to a slightly higher number of interviews than members of the other two treatment
groups. This is also the case for level 2 trainees compared to level 1 trainees.

Figure 5.8.2
Number of interview invitations
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Figures 5.8.3 and 5.8.4 show the percentage shares of interviews that respondents attended
and the proportion of attended interviews that led to a job. The share of attended interviews is
similar across all groups. With 73% of attended interviews that led to a job, the success rate was
highest in the group that received a placement in addition to training, compared to only 61% in
the other groups (Figure 5.8.4). This difference, however, is partly due to the fact that it was
necessary to complete an interview in order to receive a placement.

Figure 5.8.3
Percentage share of attended interviews
Treatment group Training level
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Source: Own calculations based on S4C survey.

Figure 5.8.4
Percentage share of attended interviews that led to a job
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5.8.2 Length of job search

To gain further insights into the process of searching for a job, the length of job search is another
interesting variable to look at. On the one hand, a longer duration of job search can increase the
probability to find employment. On the other hand, more successful respondents will need less
time to find a job. Figure 5.8.5 shows for how long the different treatment groups searched for
a job after the (hypothetical) end of their S4C training by their employment status. Figure 5.8.6
presents the same relationship for the two training levels. The proportion of respondents who
did not search at all is largest among those who received a placement after having completed
the S4C training. Partly, this may reflect the fact that beneficiaries invested less (or no) time in
their job search while completing the placement.

Figure 5.8.5
Length of job search by treatment group and employment status in November/December
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Source: Own calculations based on S4C survey.

Figure 5.8.6

Length of job search by training level and employment status in November/December
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Table 5.8.1 reveals the average length of job search by employment status in November/ De-
cember for those who searched at all in all groups. In general, the mean search duration is shorter
among those who were employed. With 4.7 months, the average duration is shortest for benefi-
ciaries who completed an S4C placement and were employed at the time when the survey was
conducted.

Table 5.8.1
Average duration of job search for those who searched at all
Control (not S4C training S4C with sac level 1 S4C level 2
treatment) only placement
Employed 6.4 months 6.4 months 4.7 months 7.6 months 5.5 months
Not employed 6.6 months 6.9 months 5.2 months 6.4 months 7.1 months

Source: Own calculations based on S4C survey.

5.8.3 How did respondents search for a job?

To provide optimal support for the job search, it is crucial to understand how youths in Uganda
search for jobs and what particular challenges they face. Because there were no significant dif-
ferences between the groups of respondents, the graphs in this section are only shown for the
complete sample. According to Figure 5.8.7, the most prominent method of job search is talking
to friends (56%). Moreover, the internet plays an important role with 32% drawing on social me-
dia and 19% making use of online job boards. Yet, 25% still read newspapers for information
about job offerings. Another important channel are speculative applications (21%). Note that
these channels are not mutually exclusive and, thus, percentages do not add up to 100.

Figure 5.8.7
Methods of job search
40% —
31.6
253
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Family contacts Talking to friends
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- S4C placement program - Other placement program
S4C instructors Speculative application

Source: Own calculations based on S4C survey.
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Figure 5.8.8 reveals that, overall, the most popular methods are also the most successful ones.
Newspapers, however, do not appear to be a very promising channel.

Figure 5.8.8
Most successful methods of job search
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Source: Own calculations based on S4C survey.

The vast majority (86%) of respondents who search the internet for job opportunities do so
using their own smartphone (Figure 5.8.9). Only 12% rely on internet cafés. Accordingly, a mere
2% mentioned lack of internet access as an important challenge for job search (Figure 5.8.10).

Figure 5.8.9
Internet access for job search
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Source: Own calculations based on S4C survey.




The most frequently mentioned challenges were high transportation costs (40%), followed by
delays in getting feedback after applying (26%), lack of connections to the job market and high
application costs (both 19%). Application costs include, for example, costs for airtime and pho-
tocopies or administration costs. Lack of proper qualifications was mentioned by 13% and lack
of work experience by 15%. This shows that skills training and placement programs such as S4C
are very important. That these issues were also mentioned by program participants does not
necessarily imply that the program was not effective but could as well mean that respondents
participated in the program because they were facing these particular challenges. It is rather
worrying that corruption was brought up by 17% of respondents and 7% reported gender-related
discrimination and sexual harassment, which occurred predominantly among female participants
(14%) but also among male ones (6%).

Figure 5.8.10
Challenges in job search
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Source: Own calculations based on S4C survey.

In addition to the factors outlined in Figure 5.8.10, the COVID-19 pandemic may have adversely
affected job search in various ways. This is depicted in Figure 5.8.11. 46% reported that no posi-
tions were offered due to the pandemic. Moreover, transport restrictions heavily impacted the
search process. 29% mentioned that transport restrictions prevented their search, 6% said that
the transport restrictions prevented them from attending interviews and 11% complained about
increasing costs of transportation.
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Figure 5.8.11
Impacts of the COVID-19 pandemic on job search
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Source: Own calculations based on S4C survey.
5.9 Descriptive statistics on labor market outcomes

5.9.1 Labor market characteristics at endline

Figures 5.9.1 and 5.9.2 show descriptive statistics on employment outcomes in November
(when the survey was conducted) and March (pre-COVID) by treatment group and training level,
respectively. Across all groups, employment outcomes were better in March than in November.
This is not surprising as the labor market was affected by the COVID-19 pandemic in November,

but not in March. The distribution of employment outcomes is roughly similar across all groups
of respondents.

Figure 5.9.1
Employment outcomes by treatment group

November March
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Source: Own calculations based on S4C survey.
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Figure 5.9.2
Employment outcomes by training level
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The fact the respondents may have had multiple jobs is explored in Figures 5.9.3 and 5.9.4 by
treatment group and S4C level, respectively. They reveal that the great majority had either none
or one job in both November and March. The share of respondents with more than one job is
largest in November for the group that completed the S4C training and placement (16%).

Figure 5.9.3
Number of jobs by treatment group
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Figure 5.9.4
Number of jobs by training level
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Source: Own calculations based on S4C survey.

For the assessment of total income, the monthly incomes from all jobs held at the respective
time were added up. Figures 5.9.5 and 5.9.6 show the distributions of total monthly income by
treatment group and training level. Not surprisingly, the share of zero earnings is higher in No-
vember than in March. Total income varied substantially from no income at all to monthly earn-
ings of more than 1,000,000 UGX. The flat distribution of monthly incomes in the S4C plus place-
ment groups indicates that the variation was largest in this group (Figure 5.9.5).

Figure 5.9.5
Total monthly income by treatment group
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Source: Own calculations based on S4C survey.




Figure 5.9.6
Total monthly income by training level
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Source: Own calculations based on S4C survey.

Figures 5.9.7 and 5.9.8 show the distributions of only positive incomes in November and March
by treatment group and S4C training level, respectively. Compared to the pure control group, the
distribution of income among employed for S4C trainees is slightly shifted to the right, which
means they had somewhat higher incomes. Most employed respondents earned roughly be-
tween 150,000 and 300,000 UGX per month. Again, the largest variation can be found in the S4C

plus placement group (Figure 5.9.7).

Figure 5.9.7
Total monthly income among employed by treatment group

November March
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Source: Own calculations based on S4C survey.
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Figure 5.9.8
Total monthly income among employed by training level

November March
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Source: Own calculations based on S4C survey.

The distribution of hourly wages among employed is depicted in Figures 5.9.9 and 5.9.10 by
treatment group and S4C training level, respectively. Most respondents earned about 1,000 to

3,000 UGX per hour.

Figure 5.9.9
Hourly wage among employed by treatment group
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Source: Own calculations based on S4C survey.
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Figure 5.9.10
Hourly wage among employed by training level
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Source: Own calculations based on S4C survey.

The distribution of monthly working hours by treatment group and S4C training level is pre-
sented in Figures 5.9.11 and 5.9.12. The left-hand side of Figure 5.9.11 shows that, in November,
beneficiaries of the S4C plus training group worked longer hours than the other groups.

Figure 5.9.11
Working hours among employed by treatment group
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Source: Own calculations based on S4C survey.

In general, working hours varied from just a few to more than 500 hours, with the majority
working between 150 and 400 hours per month. Considering fulltime employment as working
40 hours per week, the majority of respondents worked more than fulltime. The assessment of
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working hours considers all jobs held by the respondents, but as shown in Figures 5.9.3 and 5.9.4,
most of them had only one job. Interestingly, working hours were much more similar in March
than in November between the pure control group and S4C training only beneficiaries and be-
tween the two training levels.

Figure 5.9.12
Working hours among employed by training level
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Source: Own calculations based on S4C survey.

5.9.2 Changes in labor market characteristics between baseline and follow-up

In the survey, information on jobs held and incomes earned in the previous years was elicited.
On this basis, baseline outcomes were defined as outcomes at the time when respondents had
registered their interest in the S4C program. These outcomes are not yet affected by the program
and may have influenced the selection into the training and the placement components. The
registration date depended on the cohort and ranged between January and December 2019.

In November 2020, between 10 and 17% of respondents in the different groups had lost their
employment held at baseline (Figures 5.9.13 and 5.9.14). The share is largest in the pure control
group and smallest in the S4C plus placement group. However, in comparison to the pure control
group, 5 percentage points more respondents from the S4C plus placement group stayed unem-
ployed. Across all groups, about 20% had gained employment in November. The general pattern
of employment transitions is similar for November and March, but unemployment was more
prevalent in November. The overall differences between treatment groups and training levels

are rather small.
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Figure 5.9.13

Changes in employment status by treatment group
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Figure 5.9.14
Changes in employment status by training level
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Changes in income

Figures 5.9.15 and 5.9.16 show average total income at registration, in November, and in March
by treatment group and training level, respectively. Across all groups total income was highest
in March. At registration, average total income was highest in the pure control group (about
256,000 UGX) and lowest in the S4C plus placement group. However, beneficiaries in the S4C
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plus placement group could, on average, improve their incomes in November by 41,000 UGX,
while they remained unchanged for the other groups.

Figure 5.9.15
Changes in income by treatment group
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Figure 5.9.16
Changes in income by training level
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Source: Own calculations based on S4C survey.

Figures 5.9.17 and 5.9.18 present average income among those with paid employment at reg-
istration, in November, and in March by treatment group and training level, respectively. Differ-
ences between registration and the two endlines are small for all groups (Figures 5.9.17 and
5.9.18). This suggests that the differences in Figures 5.9.15 and 5.9.16 are mainly driven by high
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levels of unemployment at registration and in November. Compared to the baseline, income
among employed increased in March and decreased in November, implying that the COVID-19
pandemic did not only lead to higher unemployment but also to loss of income for those who
managed to keep their job.

Figure 5.9.17
Changes in total income among employed by treatment group
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Figure 5.9.18
Changes in total income among employed by training level
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Source: Own calculations based on S4C survey.

Changes in hourly wages and working hours
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Figures 5.9.19 and 5.9.20 show mean hourly wages among employed at registration, in Novem-
ber, and in March by treatment group and training level, respectively. Interestingly, hourly wages
for all groups were highest in November (Figures 5.9.19 and 5.9.20). Comparing wages at regis-
tration and in March, there was an increase for all groups except S4C plus placement beneficiar-
ies.

Figure 5.9.19
Changes in hourly wage among employed by treatment group
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Source: Own calculations based on S4C survey.

Figure 5.9.20
Changes in hourly wage among employed by training level
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Source: Own calculations based on S4C survey.

By looking at the change in total working hours per month, Figures 5.9.21 and 5.9.22 shed more
light on the relationship between total income and hourly wages. Across all groups, working
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hours among employed were highest in March and lowest in November. The increase in hourly
wages in November depicted in Figures 5.9.19 and 5.9.20, thus, seems to be driven by a decrease
in working hours.

Figure 5.9.21
Change in working hours among employed by treatment group
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Source: Own calculations based on S4C survey.

Figure 5.9.22
Change in working hours among employed by training level
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Figure 5.9.23 explores how work in Uganda was organized during the COVID-19 pandemic. 84%
of study participants who were working worked at their usual place and 17% worked from home.



Other answers to this question were assuming different tasks, changing residence to be closer to
the workplace or staying at work, and working from a different place (1% each).

Figure 5.9.23
Organization of work during the pandemic
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Source: Own calculations based on S4C survey.

5.10 Estimated program effects on labor market outcomes

This section presents the impact estimations of the S4C program on labor market outcomes
based on the estimation methods discussed in section 5.3.1. Specifically, it presents the esti-
mated impact of a) having participated in any component of the S4C program compared to no
participation at all (RQ#1), b) having participated in both the S4C training and the placement
component compared to the S4C training only (RQ#2), and c) having participated in both S4C
level 1 and level 2 training compared to only level 1 training (RQ#3).

The figures in this section show estimated treatment effects, also referred to as coefficients or
point estimates, as well as 95% confidence intervals of the estimated effects. Confidence inter-
vals are a measure of precision of the effect estimates and provide a range of effect estimates in
which the true parameter, i.e., the true program effect, might be. Here, we use 95% intervals,
which means that the estimated confidence interval will contain the true value of the treatment
effect with a probability of 95%. If a confidence interval does not include zero, the estimated
treatment effect is said to be significantly different from zero and, thus, considered to have a
significant positive (or negative) effect on the respective outcome.

All presented employment measures are binary indicators which only have two categories or
levels. Effect estimations on employment outcomes can be interpreted as percentage point
changes in the respective employment indicator. For example, a coefficient of 0.1 can be inter-
preted as a 10-percentage point increase in the employment rate due to the intervention, i.e.,
S4C training (RQ#1), S4C placement in addition to the training (RQ#2), or S4AC level 2 training in
addition to level 1 training (RQ#3).
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Income and wage outcomes were measured in Ugandan shilling (UGX) and logarithmized using
the natural logarithm (referred to as “Ln of [income indicator]” in the figures that follow). Using
logarithms of income and wage variables has the advantage that the estimated program impacts
can be interpreted as percent changes and compared across different contexts and currencies.
An estimated effect of 0.1, for example, indicates a 10% increase in income due to the interven-
tion, i.e., S4C training (RQ#1), S4C placement in addition to the training (RQ#2), or S4C level 2
training in addition to level 1 training (RQ#3).

Effects greater than 0.3 (or smaller than —0.3) cannot be directly interpreted as percentage
changes (although they are still a close approximation) but require conversions that are detailed
in the respective figure notes, if applicable.s:

Working hours are measured as continuous variables and their coefficients can be interpreted
as a change in hours worked per month due to the intervention, i.e., S4C training (RQ#1), S4C
placement in addition to the training (RQ#2), or S4C level 2 training in addition to level 1 training
(RQ#3).

Six effect estimates are presented for each outcome, which results from the two endlines we
consider — one in November/ December 2020, when the survey was conducted, and one pre-
COVID endline in February/ March 2020 — and the three comparisons we make based on the
three research questions. Effect estimates for RQ#1 and RQ#2 are presented together in the
same graphs, whereas results for RQ#3 are presented subsequently in a separate section. The
reason is that confidence intervals in the estimations related to RQ#3 were much larger such that
estimates for RQ#1 and RQ#2 would have been hard to distinguish if all three were presented in
the same graph.

Two additional analyses were conducted as robustness checks. First, respondents who dropped
out of S4C level 1 training were added to the pure control group and those who did not complete
S4C level 2 training were considered to have received only level 1 training. The results of this
analysis are presented in Appendix A4.1. Second, an additional endline was defined, in which
outcomes were measured in November/ December 2020, but respondents who indicated to
have lost their job or income due to the pandemic were still counted as employed or earning
their pre-pandemic income, respectively. The results of this additional analysis are discussed in
section 5.10.3.

5.10.1 Program impact on employment status

Figure 5.10.1 shows the estimated impacts of the S4C training and the additional effect of the
placement on (i) having paid work (employment status), (ii) having decent employment, (iii) be-
ing self-employed, (iv) being in formal employment, and (v) having a job with contract in Novem-
ber/ December 2020 and in February/ March 2020.

For both endlines, most point estimates are positive, but all confidence intervals include zero.
Overall, Figure 5.10.1 suggests that the S4C training had no significant short- to medium-term
impact on employment outcomes and the S4C placement had no significant additional effect.

61 The conversion follows the following formular: (e€°®/ — 1) x 100 = program ef fect.
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Figure 5.10.1
Estimated treatment effects of S4C training and placement on binary employment indicators
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Source: Own calculations based on S4C survey.

Figure 5.10.2 explores whether the decision rule for level 2 participation was indeed imple-
mented and can, thus, be exploited to assess the additional effect of level 2 training on labor
market outcomes. It plots the probability of level 2 participation against the difference in re-
spondents’ level 1 test score to the cutoff score required to proceed to level 2.

Figure 5.10.2
Level 1 test scores and probability of level 2 participation
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Source: Own calculations based on S4C survey.
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Additionally, it shows a quadratic fit of the relationship between level 2 participation and tests
scores below and above the cutoff. If the decision rule had been strictly implemented, there
would be a jump from 0 to 1 in the probability of level 2 participation at the cutoff. The figure
reveals that, in practice, admission to S4C level 2 training deviated from the decision rule. But
still, the probability of level 2 participation increases by 40 percentage points at the cutoff. This
means that the rule was partially implemented and can, therefore, be used to identify the effect
of level 2 training in a fuzzy regression discontinuity design.

Figure 5.10.3
S4C level 1 test scores and employment outcomes in November/December
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Figures 5.10.3 and 5.10.4 show plots for the relationship between level 1 test scores and em-
ployment outcomes. A jump in this relationship at the cutoff hints at an impact of level 2 partic-
ipation on the outcome. Whether this impact is significant, however, must be assessed by re-

gression analyses.

Figure 5.10.3 shows that, in November, S4C trainees who had just passed the threshold of
level 1 test scores required for S4C level 2 participation were about 7 percentage points more
likely to be in decent employment than trainees who had just missed the threshold (panel b)).
For the remaining employment outcomes, the differences between respondents just above and

just below the threshold are very small.

Prabability of formal employment

b)

T T
-60 -40 -20 o 20 40

Difference between testscore and cutoff

Figure 5.10.4
S4C level 1 test scores and employment outcomes in February/March
March
a)
1.2+
b =
£
£ z
g 8 £
s =
& -
4 E
24
7SICI —4‘0 -20 4] 2‘0 4‘0
Difference between testscore and cutoff
<)
T
s
= &
5
S 4
&
27 |
1
-60 -40 -20 o 20 40

Difference between testscore and cutoff

0
T T T T T T
-60 -40 -20 (o] 20 40

Difference between testscore and cutoff

Probability of job with contract

T T
-60 -40

T
-20

0 20 40

Difference between testscore and cutoff

Source: Own calculations based on S4C survey.

207



In March, as shown by Figure 5.10.4, trainees just above the cutoff of S4C level 1 test scores
were about 2 percentage points more likely to be employed and to have decent employment
than those just below the cutoff (panels a) and b)). The probabilities of formal employment and
having a job with contract, by contrast, were slightly smaller for respondents above the thresh-
old.

The results of the regression analyses for the additional impact of S4C level 2 training are pre-
sented in Figure 5.10.5. Estimates of the additional impact of S4C level 2 training on employment
outcomes are very imprecise, as evidenced by the large confidence intervals. This is partly due
to the small sample size used in this analysis. Compared to the previous section, the sample size
for this analysis is reduced for two reasons: (i) the sample comprises only S4C trainees — level 1
only trainees in the control group and level 2 trainees in the treatment group, (ii) the estimation
only relies on trainees with level 1 test scores close to the cutoff as only these are comparable
(see section 5.3.1 for a more extensive explanation).

For the November-endline, all point estimates are negative. When considering the pre-COVID
endline, the coefficients for employment status, decent employment and job with contract be-
come positive. However, all confidence intervals include zero and Figure 5.10.5, thus, indicates
that the S4C level 2 training, in comparison to the S4C level 1 training only, had no additional
impact on employment outcomes in the short to medium term.

Figure 5.10.5
Estimated treatment effects of S4C level 2 training on binary outcome indicators

November March

Employment status

S4C level 2 vs. level 1

Decent employment

S4C level 2 vs. level 1

Self employment

S4C level 2 vs. level 1
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S4C level 2 vs. level 1
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Source: Own calculations based on S4C survey.

In some cases, the jumps in the relationship between test scores and outcome variables in Fig-
ures 5.10.3 and 5.10.4 and the point estimates in Figure 5.10.5 have opposing directions, e.g.,
the jump shows an increase in the outcome whereas the coefficient shows a decrease in the
outcome. This is because Figures 5.10.3 and 5.10.4 do not account for the possibility that bene-
ficiaries in the two groups may not be directly comparable due to differences in important back-
ground characteristics, such as education or household wealth. Figure 5.10.5, by contrast, cor-
rects for these differences and, thus, restores the comparability between the two groups.
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5.10.2 Program impact on incomes and wages

Figure 5.10.6 presents the effect estimates of the S4C training and the S4C placement compo-
nent on income earned from all jobs among all respondents and among employed respondents
as well as the average hourly wage from all jobs among employed respondents in November/
December 2020 and February/ March 2020.

Most confidence intervals in Figure 5.10.6 include zero. However, there was a significantly pos-
itive impact of the S4C placement (compared to S4C training only) on total income among em-
ployed in November and a significantly positive effect of the S4C program (compared to the pure
control group) on total income among employed in March. Figure 5.10.6, thus, shows that par-
ticipation in the S4C program led to 17% higher income among those who were gainfully em-
ployed in March 2020 and completion of an S4C placement in addition to the training increased
income for those who were employed in November 2020 by 36%.

Figure 5.10.6
Estimated treatment effects of S4C training and placement on total income, income among
employed and wages among employed

November March
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Notes: The coefficient for “S4C with placement vs. training only” on In of total income among
employed in November translates to an income increase of (exp(0.31) — 1)*100 = 36%. - Source:
Own calculations based on S4C survey.
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Figure 5.10.7 presents the estimated effects of the S4C training and the S4C placement compo-
nent on working hours among employed respondents in November/ December 2020 and Febru-
ary/ March 2020. The treatment estimates vary between 5 and 12 hours per month and all con-
fidence intervals include zero, suggesting that the S4C training and placement component did
not significantly impact working hours.

Figure 5.10.7
Estimated treatment effects of S4C training and placement on hours worked among employed
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Source: Own calculations based on S4C survey.

Although no significant impacts on working hours could be detected, there is a tendency for
treated individuals to work longer hours per month. Hourly wages did not change significantly
either. This suggests that the increase in income among employed is driven by a mixture of higher
wages and longer working hours. For the placement component, the impact of working hours
seems to be larger, whereas in the assessment of the S4C program as a whole, wages tend to
increase as well.
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Figures 5.10.8 and 5.10.9 plot total income, total income among employed, and mean hourly
wage among employed against level 1 test scores. Figure 5.10.8 shows that, in November, train-
ees with test scores just above the cutoff had higher income, higher income among employed,
and higher hourly wages than trainees just below the cutoff.

Figure 5.10.8

S4C level 1 test score, incomes, and wages in November
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Source: Own calculations based on S4C survey.
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For March 2020, Figure 5.10.9 shows that, overall, trainees whose S4C level 1 test scores were
just above the cutoff value earned slightly higher incomes than those who scored just below this
value. Total income among employed and hourly wages, by contrast, were somewhat lower for
those above the threshold.

Figure 5.10.9
Level 1 test score, incomes, and wages in March

March

13.5 4

Ln of total income
Ln of total income among employed

12.5 4

T T T T T T

-60 20
Dit ¢) | cutoff

7.8

7.6

7.4+

7.2+

Ln of hourly wage among employed

-60 -40 -20 0 20

Difference between testscore and cutoff

Source: Own calculations based on S4C survey.

Figure 5.10.10 shows the respective estimated treatment effects on incomes and wages. Be-
cause the effects are very imprecisely estimated, point estimates and confidence intervals, par-
ticularly for total income, are huge. There is a significantly negative effect of S4C level 2 training
on total income among employed. Potentially, this is due to the timing of the training end relative
to the endline. S4C level 2 trainees completed their training about one month after S4C level 1
trainees. This means that S4C level 1 trainees had been longer in their job by November and,
thus, may have had higher job security, resulting potentially in fewer lay-offs, wage cuts or re-
ductions in working hours. All other confidence intervals include zero, implying that S4C level 2
training had no additional impact on incomes and wages in the short to medium term.
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Figure 5.10.10
Estimated treatment effects of S4C level 2 training on incomes and wages

November March
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Notes: The coefficient on In of total income in November translates to a decrease of (exp(-5.4) —
1)*100=-100%. The coefficient on In of total income among employed in November translates to
a decrease of (exp(-1,215) — 1)*100=-70%. The coefficient on In of hourly wage among employed
in November translates to a decrease of (exp(-1.06) — 1)*100=-65%. The coefficient on In of total
income in March translates to an increase of (exp(3.302) — 1)*100)=2617%. The coefficient on In
of total income among employed in March translates to a decrease of (exp(-2.069) — 1)*100=-
87%. The coefficient on In of hourly wage among employed in March translates to a decrease of
(exp(-1.589) — 1)*100=-80%. - Source: Own calculations based on S4C survey.

Figures 5.10.11 and 5.10.12 explore the relationship between S4C level 2 participation and
monthly working hours. In November, trainees who scored just above the cutoff level in their
final test of S4C level 1 training worked about 10 hours more per month than those who just
missed the cutoff level. In March, however, trainees above the threshold worked slightly shorter
hours.

Figure 5.10.11
Level 1 test scores and monthly working hours
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Source: Own calculations based on S4C survey.
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Point estimates for monthly working hours (Figure 5.10.12) are large and negative for March
(-134 hours) and positive for November (45 hours), but imprecisely estimated. The analysis, thus,
suggests that, compared to S4C level 1 training only, S4C level 2 training had no significant addi-
tional effect on trainees’ monthly working hours.

Figure 5.10.12
Estimated treatment effects of S4C level 2 training on monthly working hours

November March

S4C level 2 vs. level 1
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Source: Own calculations based on S4C survey.

5.10.3 Robustness checks

To assess the robustness of the results presented in sections 5.10.1 and 5.10.2, two additional
analyses were conducted. First, those respondents who did not complete S4C level 1 training
were added to the pure control group and those who dropped out of S4C level 2 training were
considered to have received only S4C level 1 training. The results are very similar to those of the
main analysis and are presented in Appendix A4.1. Second, labor market outcomes were evalu-
ated with respect to an alternative endline: Outcomes were measured in November/ Decem-
ber 2020, but the pre-pandemic outcome was used for study participants whose labor market
outcomes had been negatively impacted by the COVID-19 pandemic. The intention of this ap-
proach was to address both the potential impact on outcomes resulting from the pandemic (if
measuring them in November/ December) and from not having had enough time to search for a
job (if measuring them in February/ March).

Figure 5.10.13
Estimated treatment effects of S4C training and placement on binary outcomes for alternative
November endline
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Estimation results for binary employment indicators are presented in Figures 5.10.13 and
5.10.14. Figure 5.10 13 shows coefficient estimates for the S4C program and its placement com-
ponent and Figure 5.10.14 for S4C level 2 training. Estimated effects are very similar to those
found when considering actual employment outcomes measured in November. In comparison
to the results for the November endline, the point estimates for the S4C program and the place-
ment component in Figure 5.10.13 are somewhat larger. However, all estimates fail to reach sig-
nificance.

Figure 5.10.14
Estimated treatment effects of S4C level 2 training on binary indicators for alternative Novem-
ber endline
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Source: Own calculations based on S4C survey.

Figures 5.10.15 and 5.10.16 present estimated treatment effects on incomes and wages. Fig-
ure 5.10.15 refers to the impact of the S4C program and its placement component and Fig-
ure 5.10.16 to S4C level 2 training. Similarly to binary employment indicators, the pattern of re-
sults very much resembles the regular November endline.

Figure 5.10.15
Estimated treatment effects of S4C training and placement on incomes and wages for alterna-
tive November endline
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Notes: The coefficient of “S4C with placement vs. training only” on Ln of total income translates
to an increase of (exp(0.562) — 1)*100=75%. - Source: Own calculations based on S4C survey.
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However, the S4C program as a whole (compared to the pure control group) had a significantly
positive impact of 16% on total income among employed, which is remarkably close to the result
found for the pre-COVID endline in March. The additional impact of the S4C placement, by con-
trast fails to reach significance. With a point estimate of 11%, it lies between the estimated ef-
fects for the regular November endline (36%) and March (1%).

For the impact of S4C level 2 training on total income among employed (Figure 5.10.16), the
significantly negative effect already detected for the regular November endline (Figure 5.10.10)
remains. As explained in section 5.10.2, this is most likely due to the relative timing of the end of
training and the pandemic.

Figure 5.10.16
Estimated treatment effects of S4C level 2 training on incomes and wages for alternative No-
vember endline
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Notes: The coefficient on In of total income translates to a decrease of (exp(-4.957) — 1)*100= -
99%. The coefficient on In of total income among employed translates to a decrease of (exp(-
1.772) — 1)*100= -83%. The coefficient on In of hourly wage among employed translates to a
decrease of (exp(-0.794) — 1)*100= -55%. - Source: Own calculations based on S4C survey.

In short, the robustness checks confirm the results presented in sections 5.10.1 and_ 5.10.2.

5.11 Program impact for sub-groups of S4C respondents

The estimated treatment effects discussed in section 5.10 present average treatment effects
for the whole study population. However, the treatment effects for specific sub-populations may
differ from those for the whole sample. In this section, the sample is divided into sub-samples of
participants with specific background characteristics and the impact of the S4C training program
and the placement component is estimated for those sub-populations. The additional impact of
the S4C level 2 training is not analyzed in this section because sample sizes would become too
small to obtain meaningful estimates. The background characteristics under consideration are:

1. female respondents versus male respondents,
2. respondents aged less than 25 years versus respondents 25 years and older,
3. respondents who have participated in a TVET program versus respondents who were

never inscribed in a TVET program,

4. respondents who have a sustained work experience of at least 6 months versus re-
spondents who do not have a sustained work experience, and

5. respondents who have any previous work experience in the construction sector (could
be a paid or unpaid job or internship) versus respondents that do not have construction
sector experience.
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The figures in this section only include treatment effects on employment indicators, incomes,
and wages for November. The results for March are presented in Appendix A4.2.

5.11.1 Program effect heterogeneity by respondents’ gender

This section explores the differential impact of the S4C program by respondents’ gender. The
additional impact of the placement component cannot be evaluated as only 6 female study par-
ticipants obtained a placement. Figure 5.11.1 presents the estimated impact of the S4C program
on employment outcomes for female respondents on the left-hand side and for male respond-
ents on the right-hand side. Figure 5.11.2 shows the impact on incomes and wages for the same
subsamples. While there are no significant effects for female study participants, participation in
the program increased the likelihood of having a job with contract by 4 percentage points for
male respondents. However, overall, the effect sizes for females and males are very similar and,
except for the difference in significance for formal employment, are also insignificant. These re-
sults do not suggest differential impacts by respondents’ gender.

Figure 5.11.1
Program effect heterogeneity on binary outcomes by respondents’ gender in November
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Source: Own calculations based on S4C survey.

Figure 5.11.2
Program effect heterogeneity on incomes and wages by respondents’ gender in November
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5.11.2 Program effect heterogeneity by respondents’ age

Figure 5.11.3 presents estimated treatment effects of the S4C training and the S4C placement
component for respondents younger than 25 years on the left-hand side and for those aged
25 years and older on the right-hand side. Figure 5.11.4 explores treatment effects on incomes
and wages by respondents’ age group. In general, estimated effects are larger for older than for
younger respondents. Compared to training only, additional participation in the S4C placement
component leads to a significant increase of 17 percentage points in the probability of having
decent employment and a significant increase of 16 percentage points the probability of being
formally employed among study participants aged 25 years and older. Other than that, no signif-
icant effects can be found for either age group.

Figure 5.11.3
Program effect heterogeneity on binary outcomes by respondents’ age in November
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Source: Own calculations based on S4C survey.

Figure 5.11.4
Program effect heterogeneity on incomes and wages by respondents’ age in November
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Source: Own calculations based on S4C survey.
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5.11.3 Program effect heterogeneity by respondents’ vocational training level

Figure 5.11.5 presents treatment effect estimates of the impact of the S4C program and the S4C
placement component on employment outcomes for a subsample of study participants who par-
ticipated in a TVET program at some point before they registered for the S4C program on the
left-hand side and for the subsample of respondents who were never inscribed ina TVET program
on the right-hand side.

Figure 5.11.5
Program effect heterogeneity on binary outcomes by respondents’ vocational training experi-
ence in November
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Source: Own calculations based on S4C survey.

Figure 5.11.6 shows estimated impacts on income and wages for the same subsamples. The
estimated impact of the S4C placement component on the probability of having decent employ-
ment is significantly negative for respondents who never participated in a TVET program (Fig-
ure 5.11.5). However, this estimate is based on only 18 respondents in the treatment group, of
which 3 were in decent employment, and should, thus, not be overrated. For respondents with
TVET education, completion of the S4C placement in addition to training leads to a significant
increase in income among employed of 50%.
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Figure 5.11.6
Program effect heterogeneity on incomes and wages by respondents’ TVET experience in
November

Ever enrolled in Never enrolled in
TVET program TVET program
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Notes: The coefficient for “S4C with placement vs. training only” on total income for respondents
with TVET education translates to an increase of (exp(0.547) — 1)*100=73%. The coefficient for
“S4C with placement vs. training only” on In of total income among employed for respondents
with TVET education translates to an income increase of (exp(0.406) — 1)*100 = 50%. The coeffi-
cient for “S4C with placement vs. training only” on In of total income for respondents without
TVET education translates to a decrease of (exp(-1.192) — 1)*100=-70%. The coefficient for “S4C
with placement vs. training only” on In of hourly wage among employed for respondents without
TVET education translates to an increase of (exp(0.314)— 1)*100=37%. - Source: Own calculations
based on S4C survey.

5.11.4 Program effect heterogeneity by respondents’ previous work experience

Figures 5.11.7 and 5.11.8 show estimated treatment effects of the S4C training and the S4C
placement component for respondents with a continued work experience of at least six months
prior to their registration for the S4C program on the left-hand side and for respondents without
such a work experience on the right-hand side. Overall, point estimates tend to be larger for
study participants who had worked at least six months for one employer before participating in
the training. For this particular group, participation in the S4C placement component led to a
significant and large increase in income among employed of 71%. All other estimates fail to reach
significance.
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Figure 5.11.7
Program effect heterogeneity on binary outcomes by respondents’ work experience in
November
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Source: Own calculations based on S4C survey.

Figure 5.11.8
Program effect heterogeneity on incomes and wages by respondents’ work experience in
November

Continued work experience  No continued work experience
of at least 6 months of at least 6 months

Total income
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Notes: The coefficient for “S4C vs. pure control” on In of total income for respondents with a con-
tinued work experience of at least 6 months translates to an increase of (exp(0.889) — 1)*100
=143%. The coefficient for “S4C with placement vs. training only” on In of total income for re-
spondents with a continued work experience of at least 6 months translates to an increase of
(exp(1.424) — 1)*100=315%. The coefficient for “S4C with placement vs. training only” on In of
total income among employed for respondents with a continued work experience of at least 6
months translates to an increase of (exp(0.537) — 1)*100=71%. The coefficient for “S4C vs. pure
control” on In of total income for respondents without a continued work experience of at least 6
months translates to a decrease of (exp(-0.425) — 1)*100= -35%. The coefficient for “S4C with
placement vs. training only” on In of total income for respondents without a continued work ex-
perience of at least 6 months translates to a decrease of (exp(-0.761) — 1)*100= -53%. The coef-
ficient for “S4C with placement vs. training only” on In of hourly wage among employed translates
to a decrease of (exp(-0.557) — 1)*100= -43%. - Source: Own calculations based on S4C survey.
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5.11.5 Program effect heterogeneity by respondents’ construction sector experience

Figure 5.11.9 presents the impact of the S4C program and the S4C placement component on
employment outcomes for the subsample of respondents who had prior work experience in the
construction sector on the left-hand side and for the subsample of respondents who had never
worked in the construction sector before on the right-hand side.

Figure 5.11.9
Program effect heterogeneity on binary outcomes by respondents’ construction sector experi-
ence in November

Constructi_on sector No construc_tion sector
experience experience
'

Employment status
S4C vs. pure control
S4C with placement vs. training only

Decent employment
S4C vs. pure control
S4C with placement vs. training only

Self-employment
S4C vs. pure control
S4C with placement vs. training only

Formal employment
S4C vs. pure control
S4C with placement vs. training only

Job with contract
S4C vs. pure control

S4C with placement vs. training only
T

-2 0 2 4 -2 0 2 4

Source: Own calculations based on S4C survey.

Figure 5.11.10
Program effect heterogeneity on incomes and wages by respondents’ construction sector
experience in November

Constructipn sector No COI’]StI’UQtiOI’l sector
experience experience
T T

Total income
S4C vs. pure control

S4C with placement vs. training only

Total income among employed
S4C vs. pure control

S4C with placement vs. training only

Hourly wage among employed
S4C vs. pure control

S4C with placement vs. training only

Source: Own calculations based on S4C survey.
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Figure 5.11.10 shows the impact on incomes and wages for the same sub-groups. In general,
point estimates tend to be larger for respondents without previous construction sector experi-
ence. This stands to reason as the S4C program comprises training in basic construction skills and
might, thus, be particularly helpful for participants who want to work in the construction sector
but have no previous experience. However, no coefficient is significantly different from zero, so
we cannot conclude that the S4C program and its placement component had a significant posi-
tive medium-term impact for study participants with or without construction sector experience.

5.12 Program impact on secondary outcomes

Besides employment and earnings, the S4C program may have affected participants’ lives in
multiple other ways. This section explores the impact of the S4C program as a whole, the addi-
tional impact of the placement component, and the additional impact of S4C level 2 training on
participants’ aspirations with respect to future labor market outcomes as well as their migration
intentions.

5.12.1 Employment and earnings aspirations

Figures 5.12.1 and 5.12.2 describe respondents’ optimism about being employed in the long
term, i.e., 5 years after the survey, by treatment group and training level, respectively. S4C train-
ees are more optimistic about their employment in the long run than the pure control group.
While 51% of respondents in the pure control group indicated to be “very optimistic”, this share
amounts to 58% in both the “S4C training only” and “S4C with placement” groups (Figure 5.12.1).
53% of level 1 trainees and even 63% of level 2 trainees are very optimistic about being employed
in the long term (Figure 5.12.2). The share of respondents who are not optimistic is very small
across all groups.

Figure 5.12.1
Optimism about employment in the long term by treatment group
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Not optimistic at all Not very optimistic Neutral
Quite optimistic - Very optimistic

Source: Own calculations based on S4C survey.
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Figure 5.12.2
Optimism about employment in the long term by training level

63.2
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- Not optimistic at all - Not very optimistic - Neutral

Quite optimistic - Very optimistic

Source: Own calculations based on S4C survey.

Figure 5.12.3 shows that long-term income aspirations are very similar across all treatment
groups and training levels. For all groups, income aspirations range between 2,370,000 UGX and

2,820,000 UGX per month.

Figure 5.12.3
Income aspirations in the long term
a) b)
Income aspirations Income aspirations
by treatment group by training level
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Density
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Source: Own calculations based on S4C survey.



Figures 5.12.4 and 5.12.5 present estimated treatment effects on long-term labor market aspi-
rations. Figure 5.12.4 shows that participation in the S4C program indeed has a significantly pos-
itive impact on study participants’ optimism about being employed in the long term, i.e., 5 years
from the survey. However, the S4C placement did not have an additional effect on employment
aspirations in comparison to the S4C training. Similarly, the S4C level 2 training (see Figure 5.12.5)
has no additional impact on long-term labor market aspirations. Further, neither the program
nor any of its components do significantly affect income aspirations in the long term.

Figure 5.12.4
Estimated treatment effects of the S4C program and placement component on labor market
aspirations in the long run

Labor market aspirations

Optimism about employment (long term)
S4C vs. pure control

S4C with placement vs. training only;

Ln of income aspirations (long term)
S4C vs. pure control

S4C with placement vs. training only;

-2

e — L

Source: Own calculations based on S4C survey.

Figure 5.12.5
Estimated treatment effects of S4C level 2 training on labor market aspirations in the long run

Secondary outcomes
i

Optimism about employment (long term)

S4C level 2 vs. level 1

Ln of income aspirations (long term)

S4C level 2 vs. level 1

-3 -2 -1 0 1 2

Source: Own calculations based on S4C survey.

5.12.2 Migration intentions

Figures 5.12.6 and 5.12.7 present study participants’ intentions to move to another region
within Uganda by treatment group and training level, respectively. More S4C program partici-
pants than non-beneficiaries have high internal migration intentions (Figure 5.12.6). The same
applies for SAC level 2 trainees compared to S4C level 1 trainees (Figure 5.12.7). The difference
between training-only beneficiaries and those who additionally completed a placement, how-
ever, is minimal (Figure 5.12.6).
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Figure 5.12.6

Internal migration intentions by treatment group

To what extent, if at all, would you like to move to another region
within Uganda to live?
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Source: Own calculations based on S4C survey.

Figure 5.12.7

Internal migration intentions by training level

To what extent, if at all, would you like to move to another region
within Uganda to live?
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Source: Own calculations based on S4C survey.

Figures 5.12.8 and 5.12.9 show intentions to move to another region outside Uganda by treat-
ment group and training level, respectively. External migration intentions are similar for the pure
control group and beneficiaries that participated only in the S4C training (Figure 5.12.8). Re-
spondents who also completed the placement component, by contrast, were more likely to state
that they would very much like to migrate to another country (Figure 5.12.9). Comparing S4C
level 2 trainees to S4C level 1 trainees (Figure 5.12.9), level 2 trainees have higher external
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migration intentions. The differences, however, are not as marked as for internal migration in-
tentions.

Figure 5.12.8
External migration intentions by treatment group

To what extent, if at all, would you like to move to another region
outside Uganda to live?
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Source: Own calculations based on S4C survey.

Figure 5.12.9
External migration intentions by training level

To what extent, if at all, would you like to move to another region
outside Uganda to live?
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Source: Own calculations based on S4C survey.

Figures 5.12.10 and 5.12.11 present estimated treatment effects on migration intentions. Com-
pared to the pure control group, S4C beneficiaries have significantly higher internal migration
intentions (Figure 5.12.10). The point estimate on external migrations intentions is positive as
well, but not significantly different from zero. Figure 5.12.10 further shows that the placement
component did not have additional significant effects on neither internal nor external migration
intentions.
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Figure 5.12.10
Estimated treatment effects of the S4C program and placement component on migration in-
tentions

Migration intentions
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S4C with placement vs. training only;

External migration intentions
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Source: Own calculations based on S4C survey.

Figure 5.12.11 presents the effect estimates of the S4C level 2 training on internal and external
migration. While the coefficient on internal migration is positive, it is negative for external mi-
gration. However, both coefficients are not significant and also not statistically different from
each other.

Figure 5.12.11
Estimated treatment effects of S4C level 2 training on migration intentions

Migration intentions

Internal migration intentions

S4C level 2 vs. level 1

External migration intentions

S4C level 2 vs. level 1

o ]

Source: Own calculations based on S4C survey.

5.13 Summary and discussion

This study aimed to evaluate the short- to medium-term impact of the S4C program on employ-
ment and labor market outcomes among young people in Uganda. The S4C program comprised
a two-stage training and a matching to companies for an internship or job. However, not every
beneficiary participated in all components of the program. The S4C level 1 training consisted of
a six-week training course in work readiness, basic construction skills as well as health, safety and
environment standards. A certain share of level 1 trainees then proceeded to the S4C level 2
training, which was a one-month training in either rigging or pipe fitting. Admission to the level 2
training was mainly based on trainees’ performance during level 1, measured by their test scores
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in the final exam. After completion of the training component, a subset of level 1 and level 2
trainees were matched to companies for an internship or job placement.

This impact evaluation focused on (i) the effectiveness of the S4C program as a whole, (ii) the
additional impact of the S4C placements compared to the trainings only, (iii) the additional im-
pact of the level 2 training compared to only the level 1 training.

Depending on the cohort and level in which participants were trained, beneficiaries had com-
pleted the S4C training between March 2019 and March 2020. In November and Decem-
ber 2020, S4C beneficiaries and young people, who had registered their interest in the program
but did not end up participating, were interviewed about their current and retrospective labor
market outcomes.

Because the Ugandan labor market was affected by the COVID-19 pandemic and corresponding
government measures at the time when the survey was conducted, labor market outcomes were
evaluated with respect to two different endlines: a) November/ December 2020, and b) Febru-
ary/ March 2020. The earlier endline bears the advantage that labor market outcomes were still
unaffected by the pandemic. However, the early endline is very close to the end of the S4C train-
ing for some beneficiaries, such that employment benefits may not yet have unfolded.

The effect estimates that include all study participants show that the S4C program as a whole
as well as the placement component and the level 2 training specifically had no significant impact
on binary employment outcomes neither in November nor in March. However, a significantly
positive impact on total income among employed was detected for the S4C program as a whole
in March (17%) and for the placement component in November (36%). This increase appears to
be driven by a mixture of higher wages and longer working hours.

The program effects for specific subgroups of beneficiaries were analyzed by (i) respondents’
gender, (i) respondents’ age, (iii) respondents’ participationin a TVET program, (iv) respondents’
sustained work experience of at least 6 months, and (v) respondents’ previous work experience
in the construction sector. Participation in the S4C program led to a small increase in the likeli-
hood of having a job with a contract in November for male respondents, for female respondents
the effect sizes were similar but not significant. The S4C placement had an additional positive
and large effect on the probability of being in decent and formal employment for study partici-
pants aged 25 years and older and large positive impacts of 50% and 71% on income among
employed for respondents with TVET education and a previous sustained work experience of at
least six months, respectively.

In a recent meta-study, Kluve et al. (2019) systematically reviewed and compared 113 impact
evaluations of youth employment interventions worldwide. The estimated program effects of
the S4C program are smaller than the standardized average effect sizes found in Kluve et al.
(2019) of 0.04 standard deviations in income and 0.05 standard deviations in employment out-
comes. For the S4C program, effect sizes on income among employed range between 0.001 and
0.043 standard deviations. The effects of the S4C program on employment indicators lie between
0.002 to 0.012 standard deviations.

An additional analysis focused on the impact of the S4C program as well as the S4C placement
and level 2 training component more specifically on labor market aspirations and migration in-
tentions. The analysis showed that S4C beneficiaries are significantly more optimistic about being
employed five years after the survey and have significantly higher internal migration intentions
than non-beneficiaries.
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The results presented in this study suggest that, even though the S4C program did not affect
the overall employment probability, it managed to significantly improve the income among em-
ployed. Further, for specific sub-groups — older, TVET educated and experienced participants —
the placement component improved the job quality measured by decent employment, formal
employment, and employment with contract.

All evaluations that revealed a positive impact of the S4C program as a whole also showed pos-
itive impacts of the placement component. Moreover, point estimates for the S4C program as a
whole and the placement component are not significantly different from each other whenever a
positive impact was detected for one of the two. Jointly, these results, thus, suggest that the S4C
placement was the program component that is most effective and drives the program’s overall
impact. Interestingly, Kluve et al. (2019) found larger impacts for skills training programs (0.05
standard deviations) and no impact for employment services. One explanation might be that not
all employment services considered by Kluve et al. (2019) were preceded by a skills training.
Against the background that only a small share of designated S4C placements had been realized
at the time when the survey was conducted, the evaluation results suggest that program imple-
menters should follow up on firms that had committed to a larger number of placements than
actually implemented. This is also important in light of the evidence that the majority of unplaced
beneficiaries are still expecting to receive a placement.

The present study has two main limitations. The first and foremost limitation is the pointin time
at which post-program labor market outcomes were measured. As described in section 5.3.2,
labor market outcomes in November/ December 2020 were impacted by the COVID-19 pan-
demic and the alternative endline in February/ March 2020 was very close to (or even before)
the program end for some beneficiaries, such that there was very little time for potential em-
ployment benefits to unfold. Kluve et al (2019) and Card et al (2017) suggest that the impact of
youth employment interventions increases in the long-term. Remarkably, for the S4C program,
positive effects could be detected even in the presence of the pandemic.

The second limitation of the study is that unobserved or unmeasured differences between
treatment and control groups may drive the estimated treatment effects. To address this con-
cern, a plethora of participant background characteristics were collected in order to model the
participants’ decision to join the S4C program. Further, the decision rule assigning S4C level 1
trainees to the S4C level 2 training based on beneficiaries’ test scores has been used to identify
the additional impact of the S4C level 2 training on labor market outcomes. Unfortunately, for
this estimation method the obtained sample size was not sufficient to obtain reliable and precise
estimates. The analyses mostly rely on the individual characteristics that were measured, and it
cannot be ruled out that unobservable characteristics did downward bias or up-ward bias the
estimates of treatment effects (also referred to as omitted variable bias). For example, if only
trainees who did not have an outside option, such as a job offer, decided to participate in S4C
level 2 training the estimated impact of level 2 training would be downward biased. In future
evaluations, it is important to overcome these methodological limitations and to corroborate the
effectiveness of the S4C program and, in particular, the S4C placement component.
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6 Labor Mobility and the Relevance of Regional Income Differentials among S4C
Participants

6.1 Introduction

Labor mobility constitutes a key assumption of E4D’s theory of change. Many E4D projects offer
trainings in locations and regions where potential participants are not residing and potential em-
ployers in the resource sector often cluster in places where natural resources can be quarried
but which are remote and offer few other job opportunities. The programs studied in section 2
to 5 of this report offer skills trainings with subsequent internship placements. One of the eligi-
bility criteria to participate in the respective program was commitment to travel or move to the
training and placement locations. In many cases the locations of the firm or candidate deter-
mined whether a match took place as firms feared potential interns who were not living in prox-
imity to drop out and the participant’s decision to work at the respective firm’s location hinged
on their willingness to relocate or travel. Mobility is essential for potential participants to enroll
in and complete E4D programs and, hence, is important for the targeting of E4D interventions.
In addition, mobility is key to actually benefit from the intervention as envisaged by E4D’s theory
of change by acquiring a job in locations where resource sector firms are based.

In order to gain a deeper understanding of participants’ labor mobility, this chapter provides
descriptive evidence on Skills for Construction (S4C) study participants’ intentions to migrate in-
ternally, i.e., within Uganda, and internationally as well as the reasons that prevent them from
migrating. Further, we investigate how information on wage differentials across regions affects
S4C study participants’ intention to migrate as misperceptions about wage differentials may dis-
tort migration intentions and behavior. To study the relevance of wage information, we informed
a random subset of study participants about the median monthly wages of each region of
Uganda.

6.2 Descriptive evidence on migration intentions

In this section we describe S4C study participants’ intentions and preparations made to migrate
within and outside of Uganda, irrespective of whether they benefitted from the S4C program or
received the regional wage information treatment. In addition, this section reflects on why par-
ticipants are not willing to relocate within Uganda for work.

6.2.1 Internal and international migration intentions and preparations

Figure 6.2.1 shows the extent to which participants are willing to migrate internally, i.e., to an-
other region of Uganda, and internationally. Almost 90% of participants are willing to migrate
within Uganda or outside of Uganda by a fair amount or a lot. Only few participants are not willing
to migrate at all. The differences in migration intentions by internal and international migration
are very small. 3% of participants are not willing to migrate internally at all and 5% are not willing
to migrate internationally at all. These numbers suggest that there is overall a very high disposi-
tion of study participants to relocate. However, Figures 6.2.2 and 6.2.3 - which describe the study
participants’ preparations for a move - suggest that about 70% of the sample has not made any
preparations at all.
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Figure 6.2.1
Responses to the questions “To what extent, if at all, would you like to move to...” a) “... an-
other region within Uganda to live?” and b) “... another country to live?”

a) Internal migration intentions b) International migration intentions
2.59 .89
5%10.1% 48&9.0%
29.1% 9
58.3% ° 55.4% 30.8%
Not at all Alittle bit A fair amount Alot

Source: Own calculations based on S4C survey.

Specifically, Figure 6.2.2 describes the preparations made by study participants for internal mi-
gration. The most common preparation (10%) was to save money, which was closely followed by
having discussed plans to move with friends (9%), having applied for jobs in other regions (8%),
and having discussed plans with family members (4%). Another 1% of participants started to
learn languages spoken in other regions of Uganda and 5% mentioned other unspecified plans.

Figure 6.2.2
Response to “What kind of planning or preparation have you done to move to another region
within Uganda to live?” (multiple answers were possible)

80%
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4.0 4.6
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0%
No specific plans or preparations Started to save money
Discussed plans with friends Applied for jobs in other regions
- Discussed plans with family members Learned languages from other regions
Have taken out a loan Other (specify)
- Refused to answer

Source: Own calculations based on S4C survey.
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Figure 6.2.3
Response to “What kind of planning or preparation have you done to move to another country
to live?” (multiple answers were possible)
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- Paid someone to help with leaving Uganda - Other (specify)
- Refused to answer

Source: Own calculations based on S4C survey.

Figure 6.2.3 describes the preparations made by study participants for international migration.
The most common preparation (16%) was to get a passport, whereas all other preparations in-
cluding saving money, discussed plans with friends or family, applied for jobs abroad, talked to a
connection person, started the visa process and paid someone to help leaving Uganda were men-
tioned by 3% of respondents or less. In addition to enquiring about the respondents’ own migra-
tion intentions and preparations, they were asked about migration plans of their household
members. Figure 6.2.4 shows that half of the respondents stated that no other member of their
household have made plans to migrate. 24% and 10% of respondents indicated that members of
their household made plans to move within Uganda or to move to another country, respectively,
and 5% stated that members plan to move either within or outside of Uganda.

Figure 6.2.4
Response to ,As far as you know, does any member of your household have plans to move to
another region, district or country?“

5.4%
10.3%
49.7%
23.8%
No Yes, within Uganda
Yes, to another country Yes, within or outside of Uganda
[ Don't know

Source: Own calculations based on S4C survey.
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6.2.2 Destination choices

This section presents evidence on the preferred migration destinations of respondents. Fig-
ure 6.2.5 presents the preferred destination regions for migration within Uganda by respond-
ents’ region of residence on the right-hand side (Figure 6.2.5.b). The left-hand side of Figure 6.2.5
presents respondents willingness to move by region of residence (Figure 6.2.5.a). Figure 6.2.5.a
shows that respondents’ willingness to migrate is fairly similar across regions of residence and
that the percentage share of respondents who are interested in moving is large in all regions (81
to 90% are willing to move a fair amount or a lot). Figure 6.2.5.b shows that there are consider-
able differences in the preferred destination by current region of residence. The largest differ-
ences in the percentage shares of respondents by region of residence appear for Kampala and
Western Uganda as destination choices, whereas the percentage shares of respondents who
would like to move to Central, Eastern or Northern Uganda are somewhat similar across regions
of residence (11 to 25% across the three regions). The share of respondents who prefer to move
to Kampala, is 37% for residents residing in Western Uganda, 24% in Northern Uganda, 22% in
Eastern Uganda and 18% in Central Uganda. The share of respondents who prefer to move to
Western Uganda, is 48% for respondents residing in Kampala, 42% in Central Uganda, 41% in
Eastern Uganda and 36% in Northern Uganda. These results suggest that there is not one region
of interest, e.g., one that is particularly economically strong, to which most respondents would
move to. However, section 6.3.3.1 discusses respondents’ wage expectations for each region of
Uganda and shows that wages are expected to be highest in Kampala, followed by Western
Uganda. Thus, it seems that respondents prefer to relocate to regions where they expect to earn
the highest incomes.

Figure 6.2.5
Current region of residence (subfigure a) and first national destination choice (subfigure b)

a) Intention to migrate b) 1st destination choice

Kampala | 2.6/8.8  30.7 57.9 1.4 21.2 19.3
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Notes: Subfigure b) presents the response to the question: “If you were to move to another region,
where would you most want to live?” - Source: Own calculations based on S4C survey.
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Figure 6.2.6 presents the preferred destination regions for migration intentions outside of
Uganda by the respondents’ region of residence on the right-hand side (Figure 6.2.6.b). The left-
hand side of Figure 6.2.6 further presents respondents’ willingness to move outside of Uganda
by region of residence (Figure 6.2.6.a). Figure 6.2.6.a suggests that respondents’ willingness to
migrate internationally is fairly similar across regions of residence in Uganda and that the per-
centage share of respondents who are interested in moving to another country is large in all
regions (83 to 88% are willing to move a fair amount or a lot). Figure 6.2.6.b shows that there are
considerable differences in the preferred destination country by current region of residence. For
respondents who reside in Kampala, Central Uganda, and Eastern Uganda, the most preferred
region to move to outside of Uganda is Europe (36 to 39%), followed by North America (19 to
26%), Eastern Africa (14 to 16%), and the Middle East (6 to 11%). For respondents residing in
Northern Uganda, the most preferred region to move to outside of Uganda is Eastern Africa
(34%), followed by Europe (26%), North America (15%), the Middle East (5%), and Western Africa
(5%). For respondents residing in Western Uganda, the most preferred region to move to outside
of Uganda is North America (23%), followed by Eastern Africa (16%), Europe (16%), Northern
Africa (10%), Latin America and the Caribbean ((%), the Middle East (8%), and Southern Africa
(8%). Considering all respondents, irrespective of their current region of residence in Uganda,
and summing all African destination regions together, about one third of respondents stated a
country in Africa as their preferred destination choice.

Figure 1.2.6
Current region of residence (subfigure a) and first international destinations choice
(subfigure b)

a) Intention to migrate b) 1st destination choice
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Notes: Subfigure b) is presents the response to the question: “If you were to move to another
country, where would you most want to live?” - Source: Own calculations based on S4C survey.
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6.2.3 Internal migration for internships and jobs opportunities in the oil and gas sector

This section provides evidence on respondents’ willingness to migrate for an internship or job
as well as their willingness to migrate to the Albertine region in Western Uganda where large
scale investments in the oil and gas sector were expected. Because the E4D program is set out
to improve employment opportunities and incomes of beneficiaries through interventions tar-
geted at labor demands resulting from the expected foreign direct investments in the resource
sector, the Albertine region is of particular interest and beneficiaries’ willingness to move to the
Albertine region a key assumption for E4D interventions to achieve the targeted effects.

Figure 6.2.7 presents respondents’ willingness to move to another region or district within
Uganda for work if they have not secured a job yet in the place they are moving to. A quarter of
respondents state that they are not interested in moving at all if they had not secured a job. This
figure is substantially different to respondents’ overall willingness to move within Uganda as pre-
sented in Figure 6.2.1. Figure 6.2.1 shows that only 2.5% of respondents are not interested in
moving at all when the question is not linked to their working status at the destination. The dif-
ference in the two statistics highlights the relevance of work as a driving factor of migration or
at least as a necessary condition for being interested in moving.

Figure 6.2.7
Response to “To what extent, if at all, would you move to another region or district within
Uganda for work without having secured a job in that region or district yet?”

0,
19.5% 5.2
0,
30.9% 24.4%
| Not at all A little bit A fair amount Alot ]

Source: Own calculations based on S4C survey.

Figure 6.2.8 presents respondents’ reservation wage to migrate within Uganda, i.e., the mini-
mum wage respondents would need to earn per month in order to move to another region or
district. For 90% of respondents the reservation wage lies between 100,000 and 1,000,000 UGX.
The mean reservation wage is 660,000 UGX and the median reservation wage is 500,000 UGX,
which was also the most common reservation wage. These wages are higher than the median
wages in the overall Ugandan population as measured in the Uganda National Household Survey
2016/2017 (Uganda Bureau of Statistics, 2018), which range across regions between
150,000 UGX (Western Uganda) and 400,000 UGX (Kampala) for men and 80,000 UGX (Northern
Uganda) and 200,000 UGX (Kampala) for women. However, wages from the Uganda National
Household Survey 2016/ 17 refer to earnings only from the main job, whereas respondents of
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the S4C survey may expect to hold multiple jobs with higher total monthly earnings. Yet, re-
spondents’ earnings at the time of the S4C survey from all jobs for those respondents that had
paid work as well as their earnings prior to the pandemic in March 2020 were also lower than
their indicated reservation wages. Prior to the pandemic, respondents earned 600,000 UGX on
average and the median total monthly income was 400,000 UGX. The monthly earnings during
the pandemic were lower than before the pandemic. Overall, only 20% of respondents indicated
a reservation wage that was less than their total monthly earnings in March. The mean and me-
dian difference between their reservation wage and actual earnings in March was 300,000 UGX,
respectively, suggesting that a wage premium of 300,000 UGX is on average required for re-
spondents to move within Uganda for work. This is a substantial wage premium equivalent to
50% of the pre-pandemic average monthly earnings or even 75% of the pre-pandemic median
monthly earnings.

Figure 6.2.8
Response to “What is the smallest amount of money you would need to earn per month to
move to another region or district within Uganda just for work?”
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Source: Own calculations based on S4C survey.

Figure 6.2.9.a presents respondents’ willingness to move to the Albertine region to work in the
oil and gas sector value chain. Figure 6.2.9.b also shows respondents’ willingness to move to the
Albertine region for work but provided that they would earn their reservation wage in that job.
Considerably fewer respondents are willing to move a lot provided they earn the desired reser-
vation wage than when they are asked the same question without the conditionality on the res-
ervation wage. This may indicate that the wage premium for migration might even be higher
when the destination is the Albertine region than for other parts of the country.
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Figure 6.2.9

Extent to which respondents would like to move to the Albertine region to work in the oil and
gas sector value chain by conditionality on whether they would earn the reservation wage to
move to another region that was indicated in Figure 6.2.8

a) No conditionality b) Conditional on minimum desired wage
4.7% 8.8%
25.9%
53.5% 36.7%
68.7%
| I Not at all A little bit A fair amount Alot |

Notes: Subfigure 3.a) presents the response to the question “In the Albertine region, large scale
investments in the oil and gas sector are being made. To what extent, if at all, would you like to
move to the Albertine region to work in the oil and gas sector value chain?” Subfigure 3.b) pre-
sents the response to the question “In the Albertine region, large scale investments in the oil and
gas sector are being made. To what extent, if at all, would you like to move to the Albertine region
to work in the oil and gas sector value chain if you were paid the monthly amount of [RESERVA-
TION WAGE] UGX you mentioned in the previous question?” - Source: Own calculations based on
S4C survey.

Figure 6.2.10 presents the reasons why respondents are not interested in moving to the Alber-
tine region for work at all. Note that because few respondents answered that they are not inter-
ested at all Figure 6.2.10 relies on responses from only 10 people. Four respondents indicated
that they would not move because living conditions are not good in the Albertine region, 3 stated
that it is expensive to live there, two indicated that the Albertine region is far from their families
and friends or that they do not know anyone in the Albertine region, and one person, respec-
tively, stated that he or she does not like the Albertine region or does not want to move any-
where.
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Figure 6.2.10
Response to question , Why would you not like to move to the Albertine region to work in the
oil and gas sector value chain? “ (multiple responses were possible)

55.3%

[ Notatall [0 Alittle bit T A fair amount A lot

Source: Own calculations based on S4C survey.

Figure 6.2.11 presents respondents’ willingness to move within Uganda for a 3 to 6 months in-
ternship which pays transport allowance, free meals, and work equipment. The respondents’
willingness to temporarily move for an internship is similar to the overall migration intentions of
respondents. 55% of respondents are interested in moving a lot, 32% are interest a fair amount
and 10% are interested a little bit.

Figure 6.2.11

Response to question ,,To what extent, if at all, would you like to move to another district for
a 3 to 6 months internship where you would get transport allowance, free meals and equip-
ment?“

60% —

50% —

40.0

40% —
30% —
20.0 20.0

20% —

10% —

0% —

[ Living conditions are not good

[0 Too expensive to live there

[ Too far from my family/friends / | do not know anyone there
Too expensive to move there

I | don't like the Albertine region

I | do not want to move anywhere
| do not want to work in the oil and gas sector value chain
Other

Source: Own calculations based on S4C survey.




Figure 6.2.12 presents respondents’ reasons why they do not want to move for an internship.
45% of the 31 respondents who do not want to move at all for an internship stated that moving
or living at the destination would be too expensive and 10% of respondents indicated that the
internship would be too far from friends and family or that living conditions would not be good,
respectively. Only less 1% of respondents indicated that they have better job opportunities, have
sufficient experience or skills or want to continue or finish education, respectively.

Figure 6.2.12
Response to question “Why would you not like to move to another district for an internship?”
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Source: Own calculations based on S4C survey.

6.3 The importance of information about wage differentials

This section investigates how information on wage differentials across regions affects S4C study
participants’ intentions to migrate within Uganda. Misperceptions about wage differentials may
distort migration intentions and behavior. Thus, providing participants with correct wage infor-
mation might influence their intentions and destination choices.

6.3.1 The information treatment

In order to study the importance of knowledge about wage differentials across regions for mi-
gration intentions, a random subset of S4C study participants received information about wages
in each region of Uganda. The provided information was based on data collected by the Uganda
Bureau of Statistics in 2016/ 2017 and as published in the Uganda National Household Survey
2016/ 17 Report (Uganda Bureau of Statistics, 2018). The report provided the median monthly
wage in the main job for each region of Uganda, i.e., Central, Eastern, Northern, and Western, as
well as Kampala. As regional median wages differ by sex, the regional wage information was spe-
cific to the respondent’s sex. Further, the information was put in relation to the respondent’s
current location of residence. Specifically, the information provided, based on the sample of a
male respondent residing in Kampala, was:
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Here is how much a median man earned per month from his main job in each region, in Ugandan
Shilling. This data is from when it was last collected by the Uganda Bureau of Statistics in
2016/2017.

- In Kampala, where you currently reside, the median wage in the main job is
400,000 Ugandan Shilling.

— In Central Uganda, the median wage in the main job is 250,000 Ugandan Shilling, that
is 0.6 times as much as the median wage in Kampala, where you reside.

- In Eastern Uganda, the median wage in the main job is 154,000 Ugandan Shilling, that
is 0.4 times as much as the median wage in Kampala, where you reside.

— In Northern Uganda, the median wage in the main job is 160,000 Ugandan Shilling, that
is 0.4 times as much as the median wage in Kampala, where you reside.

— In Western Uganda, the median wage in the main job is 150,000 Ugandan Shilling, that
is 0.4 times as much as the median wage in Kampala, where you reside.

For all other regions and females, the information was conveyed analogously, i.e., the respond-
ent’s region of residence was named and, subsequently, the wages in UGX and relative to the
region of residence were listed.

Unfortunately, the information treatment was erroneously delivered in the first days of data
collection and, therefore, a third of the observations in the sample had to be dropped for the
evaluation of the information treatment.s2 This reduced the sample size from 1,218 observations
to 862 observations.

The information on wage differentials was preceded by questions about participants’ intentions
to migrate internally, their preferred destination and their best guess of median monthly wages
in each region of Uganda. The respondents best guess on median wages by region enables to
understand the extent to which participants were mis-informed about wage levels and differen-
tials and, hence, in what ways the treatment contributed to knowledge updates towards actual
wage levels and differentials.

Because participants were potentially not familiar with the concept of medians, the interviewer
explained to the respondent that the median is the middle value based on an example and
probed the respondents’ understanding prior to asking them for their best guess for the median
monthly wage of each region and providing the information treatment to a random subset of
participants.

After the information of median wages by region was provided, participants were asked once
more a set of questions about their internal migration intentions and preferred destinations.
Further, respondents were asked about their intentions to move (i) for an internship, (ii) if they
had not yet a job secured, (iii) to the Albertine region, and (iv) outside of Uganda.

At the end of the survey module on migration intentions and after the information treatment,
respondents were de-briefed about the fact that not only wages differ across regions and dis-
tricts but that also costs of living differ substantially and that it is important to consider these
factors before moving.

62 The survey instrument was programmed to display the information on wage differentials to randomly
selected individuals only. However, in the first few days of the survey interviewers used paper-based
survey instruments, although differently instructed, to read the information treatment to all study par-
ticipants.
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6.3.2 Estimation strategy and randomization

The information treatment was set up as a randomized controlled trial. The information was
provided to half of the study participants by random chance. Therefore, treatment and control
group participants are in expectation similar and, thus, comparable. Given this experimental set-
up, the treatment effect estimation essentially relies on a simple comparison of outcomes of the
treatment and control group.

To check whether randomization worked out as intended and treatment and control group par-
ticipants are indeed similar, Table 6.3.1 provides means of background characteristics of the
treatment and control group in columns (1) and (3). Column (5) presents the difference in back-
ground characteristics, i.e., the difference between column (1) and (3). If the difference in col-
umn (5) shows one or more stars (*), then this difference is said to be statistically significant and,
therefore, the two groups cannot be considered to be similar with respect to the considered
background characteristic. Column (6) presents the standardized differences, which is an addi-
tional measure for for testing the two groups’ similarity. The standardized difference weighs the
difference presented in column (5) by the variance of the considered indicators (the variance is
a measure of how much the indicator spreads around its mean). Standardized differences with
an absolute value of less than 0.2 are considered small. Thus, when the similarity of the treat-
ment and control group is evaluated, everything that is larger than the 0.2 threshold (or smaller
than —0.2) would be considered as not similar.

Although treatment and control group are expected to be similar based on the random alloca-
tion to treatment and control groups, it possible that individual background characteristics differ
from each other by chance. Column (5) of Table 6.3.1 shows that there are some significant dif-
ferences between the treatment and control group with respect to respondents’ region of resi-
dence, their education level, their employment status in March, and whether respondents had
moved within Uganda since they registered their interest in participating in the S4C program.
However, the standardized differences in column (6) do not exceed 0.2 (or -0.2), suggesting that
the individual significant differences in column (5) are moderate in size.

The results of a statistical test, called F-test, which examines whether the mean characteristics
in Table 6.3.1 jointly differ across treatment and control group, are displayed at the bottom of
Table 6.3.1. The p-value of the F-test suggests that the two groups do not differ significantly from
each other when all characteristics are considered jointly. Overall, the treatment and control
group can therefore be regarded comparable. Yet, to ensure that the significant individual dif-
ferences identified in column (5) do not affect the estimated information treatment impacts, the
regression models used for the effect estimation will control for the respective significant char-
acteristics.
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Table 6.3.1
Comparison of background characteristics of treatment and control group

(1) (2) 3) (4) (5) (6)
Control Treatment Difference Standar-
(1)-(3) dized
Mean/SD N Mean/SD N Jifference?
Female 0.14 430 0.14 432 -0.006 -0.018
Age 25.86 427 25.55 431 0.312 0.078
Region of residence
Kampala 0.36 429 0.37 432 -0.009 -0.019
Central 0.24 429 0.18 432 0.060** 0.147
Eastern 0.06 429 0.06 432 0.000 0.002
Northern 0.28 429 0.34 432 -0.058* -0.126
Western 0.07 429 0.06 432 0.007 0.031
Education Level
None 0.03 430 0.02 432 0.007 0.044
Primary 0.15 430 0.20 432 -0.050* -0.132
Secondary-0O Level 0.27 430 0.26 432 0.008 0.019
Secondary-A Level 0.27 430 0.27 432 -0.001 -0.002
Certificate level (TVET) 0.19 430 0.17 432 0.022 0.057
Diploma level (TVET) 0.09 430 0.08 432 0.017 0.060
Poverty probability index 63.12 428 61.55 430 1.568 0.109
Employment indicators
Employed in Nov. (during COVID-19) 0.46 430 0.49 432 -0.037 -0.075
Employed in March (before COVID-19) 0.58 430 0.66 432 -0.078** -0.161
Self-employed in Nov. (during COVID-19) 0.11 430 0.10 432 0.010 0.032
Self-employed in March (before COVID-19) 0.13 430 0.09 432 0.033 0.106
Migration preferences and behavior
before the information treatment
Risk willingness score 8.26 430 8.06 432 0.200 0.086
Respondent moved since registration 0.19 430 0.15 432 0.043* 0.114
Respondent moved since birth 0.52 430 0.50 432 0.026 0.051
Migration intentions 2.69 430 2.48 432 0.207 0.061
Preferred migration destination
Kampala 0.15 430 0.17 432 -0.018 -0.049
Central 0.11 430 0.12 432 -0.011 -0.035
Eastern 0.22 430 0.22 432 0.001 0.002
Northern 0.13 430 0.12 432 0.010 0.030
Western 0.39 430 0.38 432 0.016 0.032
F-test of joint significance (F-stat) 1.197
p-value of F-test 0.219
F-test, number of observations 853

Notes: ‘A standardized difference takes the difference in means of the two groups and weights it
by the variance of the indicators (the variance is a measure of how much the indicator spreads
around its mean). - Source: Own calculations based on S4C survey.
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6.3.3 Results
6.3.3.1 Descriptive evidence on respondents’ expected regional wages

Figure 6.3.1 depicts the distribution of expected median monthly wages in the main job in each
region of Uganda by respondents’ sex. The expected wages range between 10,000 to
1,000,000 UGX, however, the distributions are not particularly flat, indicating that many re-
spondents had similar wage expectations and that the concept of median wages was generally
understood.

Figure 6.3.1
Distribution of expected median monthly wage in main job by region of residence and sex of
respondent
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Source: Own calculations based on S4C survey.

Figure 6.3.2 presents further evidence on respondents’ expected wages for each region by sex.
Specifically, Figure 6.3.2.a shows the mean expected median monthly wage and Figure 6.3.2.b
the median expected median monthly wage. The median and mean expected monthly wages are
quite similar and provide similar ranking of regions by wage. Among males, the highest wages
are expected in Kampala, followed by Western Uganda, Central Uganda, Eastern Uganda, and
Northern Uganda. For females, the highest wages are expected in Kampala, followed by Central
Uganda, Western Uganda, Eastern Uganda, and Northern Uganda. Note, however, that for males
as well as for females the median expected wages in Central and Western Uganda are the same.

For comparison, Figure 6.3.2.c shows the actual median monthly wages in the main job for each
region by sex. The actual wages differ substantially from the expected wages. First, the actual
wages are considerably lower than the expected ones, especially for females. Second, the ranking
of regions by their actual median wage differs from the ranking based on expected wages. Re-
spondents were correct to assume that the highest wages can be earned in Kampala. However,
they were wrong to assume that the Kampala wage is closely followed by wages in Central and
Western Uganda. Central Uganda, which was ranked third based on mean expected wages of
males and second for females, is on rank two of actual wages for both sexes. Further, for males,
the actual difference in wages between Kampala and Central Uganda is much larger
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(150,000 UGX) than expected (72,000 UGX for mean expected wages). Western Uganda, which
is ranked third based on mean expected wages of males and third for females, actually has the
lowest monthly wage for males (150,000 UGX) and the second lowest for females (88,000 UGX).

Figure 6.3.2
Expected and actual median monthly wage in main job by region of residence and sex of re-
spondent

a) Mean expected median monthly wage in main job in 1,000 UGX
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Source: Own calculations based on S4C survey.




Figure 6.3.3 presents the percentage share of respondents who ranked the regions correctly by
their wages by respondents’ sex. The ranking uses the mean expected median monthly wage and
applies different ranking criteria. The first ranking criteria (orange) is the exact ranking. Fig-
ure 6.3.3 shows that none of the males and only 1.7% of females stated expected wages that are
consistent with the actual ranking of regions. If more loose definitions of correct rankings are
used, for example, considering the respondents ranking as correct when only parts of the ranking
were correct, then the share of correct rankings increases to 0.4 up to 17.5% for males and 6.7
up to 27.7% for females. Overall, it seems that females are better informed about regional wage
differences. Yet, Figures 6.3.2 and 6.3.3 imply that many study participants were not aware of
regional wage differentials measured by the median monthly wage in the main job of the Ugan-
dan population. This suggests that the information treatment potentially has leverage to correct
wage expectations and, thereby, change regional migration intentions.

Figure 6.3.3
Percentage share of respondents who ranked regions by monthly median wage correctly
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Source: Own calculations based on S4C survey.

6.3.3.2 Impacts of the information treatment

This section presents results of the impact estimation of the regional wage information treat-
ment on migration intentions. Migration intentions were measured on a categorical scale ranging
between 0 “would not like to migrate at all” to 3 “would like to migrate a lot”. In some estima-
tions, this categorical migration intentions variable is used as a continuous outcome variable in
an Ordinary Least Squares (OLS) estimation. The disadvantage of this procedure is that the coef-
ficients are difficult to interpret as the outcome is unit-free and a coefficient of, for example, 0.1
on a scale from 0 to 4 does not allow an intuitive quantitative interpretation of the results.s3
However, such a coefficient provides an overall tendency whether migration intentions reduced
or increased on average. A more appropriate way to deal with categorical outcome variables is

6 Another disadvantage is that the difference in willingness to migrate between the categories must not
be the same.
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the use of Ordered Logit estimations, which provide insights about how much the percentage
share of respondents that affirm a specific answer category changed when they were provided
with regional wage information. Specifically, in this section marginal effects of ordered logit co-
efficients are presented and a coefficient of 0.1 for the category “A lot” means that the share of
respondents who answered “would like to migrate a lot” increased by 10 percentage points due
to the information treatment.

Table 6.3.2 presents the main effect of the information treatment on internal migration inten-
tions. Column (1) shows the average effect of the information treatment using migration inten-
tions as a continuous outcome variable in an OLS estimation. Overall, migration intentions were
significantly reduced due to the information treatment. Based on the evidence from the previous
section that expected wages were considerably higher than actual wages, the reduction in mi-
gration intentions seems plausible.

In column (2) of Table 6.3.2, marginal effects of the information treatment on the different in-
ternal migration intention responses based on an ordered logit estimation are presented. The
results in column (2) show that the interest to migrate a lot has significantly decreased by 7.4 per-
centage points, whereas the interest to migrate a fair amount, a little bit and not at all increased
significantly by 4.2, 2.7 and 0.6 percentage points, respectively. The coefficients of the ordered
logit estimation in column (2) provides additional insights on the composition of the significant
average effect in column (1).

Columns (3) to (7) of Table 6.3.2 present the effect of the information treatment on migration
intentions in subpopulations based on respondents’ current region of residence. Splitting the
sample into regional subpopulations reduces the sample sizes and, therefore, the precision of
estimates is lower in columns (3) to (7) than in columns (1) and (2). In Northern Uganda, dis-
played in column (7), too few respondents answered “a lot” and, therefore, this response cate-
gory could not be included in the estimation.

Table 6.3.2
Information treatment effects on internal migration intentions
oLs Ordered Logit (marginal effects)
(1) (2) (3) (4) (5) (6) (7)
All regions  All regions Kampala Central East West North
B/SE B/SE B/SE B/SE B/SE B/SE B/SE
Treatment -0.138**
(0.045)
Not at all 0.006* 0.006 0.013 0.024 0.000 0.099
(0.003) (0.005) (0.010) (0.021) (0.002) (0.065)
A little bit 0.027* 0.029 0.040 0.061 0.003 0.065
(0.011) (0.019) (0.026) (0.037) (0.018) (0.043)
A fair amount 0.042** 0.039 0.047 0.128* 0.005 -0.164
(0.016) (0.025) (0.029) (0.054) (0.035) (0.099)
A lot -0.074** -0.074 -0.101 -0.213** -0.008
(0.029) (0.047) (0.061) (0.080) (0.055)
N 859 859 312 179 52 263 53

Source: Own calculations based on S4C survey.
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The percentage share of respondents who would like to migrate a lot reduced by 7.4 percentage
points in Kampala, by 10.1 percentage points in Central Uganda, and even 21.3 percentage points
in Eastern Uganda, whereas the largest gains in these regions were in the answer category “a fair
amount” (3.9, 4.7 and 7.8 percentage points in Kampala, Central, and Eastern Uganda, respec-
tively) and “a little bit” (2.9, 4.0 and 6.1 percentage points in Kampala, Central, and Eastern
Uganda, respectively). However, only the large effects for Eastern Uganda were statistically sig-
nificant.

In Northern Uganda, for which the category “a lot” is omitted, responses to the answer category
“a fair amount” decreased insignificantly by 16.4 percentage points, whereas the responses “a
little bit” and “not at all” increased by 6.5 and 9.9 percentage points, respectively. Northern
Uganda is also the region where the response “not at all” increased considerably (although insig-
nificantly) in size (9.9 percentage points). In Western Uganda no changes in migration intentions
due to the information treatment could be observed.

Table 6.3.3 presents the impact of the information treatment on destination choices. Specifi-
cally, columns (1) and (2) show the effect of the information treatment on whether respondents
improved their destination choice compared to their pre-treatment destination choice towards
destinations with higher actual median monthly wages that can potentially be earned at their
first and second destination choice, respectively. Similarly, columns (3) and (4) show the effect
of the information treatment on whether respondents worsened their destination choice com-
pared to their pre-treatment destination choice towards destinations with lower actual median
monthly wages for their first and second destination. Columns (5) and (6) show the treatment
effect on potential monthly wages at their first and second destination choice, respectively. Col-
umns (7) and (8) show the effect of the information treatment on whether respondents chose a
destination that is higher up in the wage ranking compared to their pre-treatment destination
choice for destination choices one and two, respectively. A negative coefficient implies that re-
spondents improved the ranking (rank 1 refers to the highest wage region and rank 5 to the low-
est wage region).

Columns (1) and (2) of Table 6.3.3 show that the information treatment significantly increased
the probability to choose a destination with higher actual wages compared to their pre-treat-
ment destination choice for the first destination choice by 9.7 percentage points. However, the
information treatment also increased the probability to select a second destination with lower
wages than the pretreatment destination by 9.3 percentage points as shown in columns (3) and
(4). Columns (5) and (6) present the information treatment’s impact on potential wages at their
choice of destination. The coefficient in column (5) shows that there was a significant increase in
potential wages of about 12,000 UGX at the first destination choice. According to columns (7)
and (8) there was also a significant improvement in destination choices based on their ranking
by wages. Overall, these results suggest that respondents understood the provided information
and changed their destination choices in accordance with where the highest wages can be
earned.
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Table 6.3.3
Information treatment effects on destination choices measured by potential wage improve-
ments

(1) (2) (3) (4) (5) (6) () (8)
Improved wage Decreased wage Monthly wage Ranking
(binary) (binary) (1,000 UGX)

Choice 1 Choice 2 Choice 1 Choice 2 Choice 1 Choice 2 Choice 1 Choice 2
B/SE B/SE B/SE B/SE B/SE B/SE B/SE B/SE

Treat- 0.097*** 0.053 0.052 0.093***  11.952* -0.314 -0.521* -0.387
ment

(0.026) (0.028) (0.027) (0.027) (5.110) (4.522) (0.207) (0.740)
N 861 861 861 861 858 836 861 861

Source: Own calculations based on S4C survey.

Table 6.3.4 presents the impact of the information treatment on international migration inten-
tions (column (1)) as well as on internal migration intentions if the respondent had not secured
a job at the destination (column (2)), temporary migration for an internship (column (3)), migra-
tion to the Albertine region for work (column (4)) and migration to the Albertine region for work
that pays the respondent’s reservation age (column (5)). Overall, the coefficients in Table 6.3.4
are small in size and insignificant. The information treatment does not seem to have had an im-
pact on international migration intentions or migration intentions for more specific purposes.

Table 6.3.4
Information treatment effects on other migration intentions outcomes

(1) (2) (3) (4) (5)

. . Albertine, Albertine,
. No job Internship ", o
International . . no condition conditional
(internal) (internal) . .
(internal) (internal)
B/SE B/SE B/SE B/SE B/SE
Not at all 0.004 -0.008 -0.002 -0.000 0.002
(0.006) (0.022) (0.003) (0.001) (0.002)
A little bit 0.008 -0.003 -0.010 -0.000 0.011
(0.010) (0.008) (0.012) (0.006) (0.013)
A fair amount 0.013 0.004 -0.015 -0.003 0.024
(0.017) (0.010) (0.018) (0.039) (0.030)
Alot -0.025 0.007 0.027 0.004 -0.036
(0.033) (0.020) (0.033) (0.045) (0.046)
N 861 858 859 417 444

Source: Own calculations based on S4C survey.

6.3.3.3 Impacts of the information treatment by S4C beneficiary status

This section examines whether the information treatment had different impacts in the subsam-
ples of S4C beneficiaries and the no intervention control group. The sample of S4C beneficiaries
includes all respondents who had participated in any of the S4C program components, i.e., the
level 1 training, the level 2 training, or the internship placement. Respondents of the control
group did not receive any S4C benefits.
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Table 6.3.5 presents the effects of the information treatment on migration intentions by S4C
treatment group. The overall impact based on the OLS estimation is similar across the two sub-
samples, but it is more precisely estimated and, thus, significant in the subsample of S4C partic-
ipants. In both groups the information treatment reduced migration intentions and in the S4C
subsample significantly so by 0.16. The ordered logit estimations suggest that in both groups the
information treatment reduced respondents’ interest to migrate a lot and increased the share of
respondents who answered with one of the other response categories. The effects are overall
larger and significant in the subsample of S4C beneficiaries. Among S4C beneficiaries the per-
centage share of respondents who are willing to migrate a lot reduced by 7.6 percentage points,
whereas the response categories “a fair amount” and “a little bit” increased significantly by 4.4
and 2.6 percentage points.

Table 6.3.5
Information treatment effects on internal migration intentions by S4C treatment group
(1) (2) (3) (4)

OLS Ordered Logit (marginal effects)
No S4C s4cC No S4C S4C
B/SE B/SE B/SE B/SE
Treatment -0.113 -0.155%*
(0.074) (0.059)
Not at all 0.003 0.006
(0.003) (0.003)
A little bit 0.019 0.026*
(0.018) (0.013)
A fair amount 0.025 0.044%*
(0.025) (0.021)
Alot -0.047 -0.076*
(0.046) (0.037)
N 338 521 339 521

Source: Own calculations based on S4C survey.

Table 6.3.6 shows the improvements in destination choices based on actual median monthly
wages at respondents’ preferred destinations. Columns (1) to (4) suggest that control group re-
spondents had higher potential wage increases due to the information treatment than S4C ben-
eficiaries, whereas improvements in the ranking were larger among S4C beneficiaries than
among control group members. However, none of the coefficients in Table 6.3.6 are significantly
different from zero and, thus, we cannot conclude that the information treatment was effective
in one subsample but not in the other.
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Table 6.3.6
Information treatment effects on destination choices measured by potential wage improve-
ments by S4C treatment group

(1) (2) (3) (4) (5) (6) (7) (8)

Monthly wage (1,000 UGX) Ranking
No S4C S4C No S4C S4C

Choice 1 Choice 2 Choice 1 Choice 2 Choice 1 Choice 2 Choice 1 Choice 2
B/SE B/SE B/SE B/SE B/SE B/SE B/SE B/SE

Treatment 10.423 12.886 1.347 -1.025 -0.086 -0.220 -2.506 0.457
(8.156) (7.344) (8.497) (5.746) (0.153) (0.121) (1.756) (0.888)
N 337 512 328 509 339 522 339 522

Source: Own calculations based on S4C survey.

6.4 Summary and conclusion

Labor mobility constitutes a key assumption of E4D’s theory of change. Many E4D projects offer
trainings in locations and regions where potential participants are not residing and potential em-
ployers in the resource sector often cluster in places where natural resources can be quarried
but which are remote and offer few other job opportunities. Thus, mobility of potential benefi-
ciaries is key for participants to actually benefit from E4D interventions as envisaged by its theory
of change, i.e., by acquiring jobs in the resource sector after completing an E4D intervention.

In this chapter, respondents’ overall willingness to migrate within Uganda and outside of
Uganda were analyzed as well as respondents’ preferred destination choices. In addition, it was
investigated how information on wage differentials across regions affects S4C study participants’
intention to migrate as misperceptions about wage differentials may distort migration intentions
and behavior. To study the relevance of wage information, we informed a random subset of study
participants about the median monthly wages of each region of Uganda.

The results show that overall study participants have considerable interest in moving to another
region of Uganda and also outside of Uganda. Almost 90% of respondents would like to move “a
lot” or “a fair amount” within Uganda or outside of Uganda. However, only 30% of respondents
have made any preparations for their move yet. Thus, their willingness to migrate potentially
reflects respondents’ overall attitude towards migration rather than having made concrete plans
and being ready to move.

The most popular destination choices within Uganda are Kampala and Western Uganda, which
are also the two regions where respondents expect the highest monthly wages. While indeed
the highest wages can be earned in Kampala, the actual regional median monthly wage is lowest
in Western Uganda for men and second lowest for women. The most common international mi-
gration choices are countries in Europe and Northern Africa. When all African regions are consid-
ered together, one third of respondents indicate an African country as their preferred destination
choice.

Respondents’ intentions to migrate when they were enquired more specifically with respect to
moving for work, for work to the Albertine region, or for an internship are similar to the overall
migration intentions. However, respondents’ willingness to migrate was much lower in a hypo-
thetical scenario in which participants had not secured a job at their destination yet. Under this
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circumstance only 50% of respondents would like to move “a lot” or “a fair amount”. While this
number is substantially lower than the overall migration intentions, it is still very large.

Prior to the regional wage information treatment, participants were asked about their expected
median wages in each region of Uganda. Overall, participants expected wages were higher than
the actual wages measured by the median monthly wage earned in the main job in the respective
region based on the Uganda National Household Survey 2016/ 2017 Report (Uganda Bureau of
Statistics, 2018). Further, participants ranked Kampala correctly as the highest wage region but
Western Uganda erroneously as the second highest wage region. In fact, the median monthly
wage is lowest in Western Uganda among males and second lowest among females.

In line with respondents’ high wage expectations, the information treatment led to an overall
decline in respondents’ willingness to migrate “a lot”. This effect was largest for respondents
currently residing in Central Uganda where the treatment led to a significant reduction in the
response category “a lot” by 21.3 percentage point. In contrast, there were no effects detected
for Western Uganda. Respondents also changed their destination choices in line with the theory
towards regions where higher wages could be earned. For example, due to the information treat-
ment, the first destination choice was changed to regions where 12,000 UGX higher wages could
potentially be earned on average.

In addition, the information treatment effects were investigated by S4C treatment group affili-
ation. For migration intentions, the results were similar across treatment and control groups, but
the coefficients were more precisely estimated in the larger sample of S4C beneficiaries and,
therefore, were only significant in the sample of S4C beneficiaries. With respect to destination
choices, higher gains in potential wages due to the treatment appeared in the control group,
whereas the ranking of regions by wages improved more in the S4C treatment group. However,
none of the effects regarding wages at destination choices are significant.

Overall, these results suggest that mobility and migration is a topic of high relevance to many
study participants. The information treatment showed that many participants respond to the
provided information by updating their wage expectations, migration intentions, and preferred
destinations. The results further show that while participants are generally willing to migrate,
they will not move under all circumstances. The decision to move heavily depends on the wages
they can earn at the destination location and whether they have a job secured already at their
destination. For the E4D program the results suggest that providing information to potential ben-
eficiaries about mobility requirements to participate in E4D programs, about locations or regions
of the country where the trained skills are likely in demand, and about sector specific earnings in
locations where the trained skills are in demand could enable potential beneficiaries to better
gauge the benefits from participating in the E4D program. Providing such information about the
benefits and risks of migration to potential beneficiaries, may result in a more efficient targeting
of E4D interventions and an increased intervention effectiveness. Not only could such infor-
mation campaigns take place in the beneficiary selection process but could also be integrated
into the skills trainings. For E4D programs in Uganda, this information could be geared towards
resource sector specific employment aspects such as region, sector, and position specific infor-
mation on wages, time to search for jobs, or working conditions.
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7 Value for Money

7.1 Value for Money as a concept

Value for Money is a concept used in international development that describes the relationship
between the use of resources and the impact of the invested resources. Value for Money is not
a tool but rather offers a framework for considerations that can be made in balancing resources
and impact (Jackson, 2012). It can be used to guide, steer, and justify individual development
projects, specific country programs or whole agency portfolios. The concept of Value for Money
is not uniquely defined and, therefore, the definitions of and approaches to Value for Money
differ across development agencies. Table 7.1.1 summarizes some of the definitions of Value for
Money of different development agencies.

While these definitions leave open the exact approaches to Value for Money, they highlight that
the objective of Value for Money is to:

(1)  maximize the impact given a unit of resources spent, or
(2)  minimize resources given a certain impact goal.

The different definitions further indicate important criteria for the balancing of resources and
impact. These include scale, depth, inclusion, effectiveness, efficiency, and economy.

It is important to note that Value for Money is not an ad-hoc evaluation of costs and impact.
Value for Money is implemented in daily activities of project-level agency staff as well as at the
agency management level. This is important because Value for Money is often confused with the
assessment of Value for Money through cost-effectiveness analyses.

The subsequent sections discuss why Value for Money considerations are important (sec-
tion 7.2), the caveats of Value for Money (section 7.3), a conceptual framework of Value for
Money that includes the most common criteria mentioned in the various definitions (sec-
tion 7.4), tools that can be used to implement and evaluate Value for Money (section 7.5), a de-
tailed description of cost-effectiveness analyses as one tool to assess Value for Money (sec-
tion 7.6), and an application of the cost-effectiveness analysis to the EAD example (section 7.7).
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Table 7.1.1
Value for Money Definitions

No. Organization/ Definition Reference
Institution
1 DFID Maximize the impact of each pound spent to im-  DFID (2011, p.3)
prove poor people’s lives.
2 Christian Aid Christian Aid’s approach to Value for Money is  Christian Aid (2012,
about achieving the best results we can with the p.1)
money and resources we have. In defining the
‘best’ results, we are concerned with scale (num-
bers of people benefiting), depth (intensity and
sustainability of change) and inclusion (in other
words, a change has greater impact if it benefits
people who are more excluded and marginalized).
3 Oxfam Australia  The best use of resources to contribute to positive  Besley
significant change in the most vulnerable people’s (2016, p.5)
lives. Significant change includes:
Consideration of scale (the number of people ben-
efitting);
Depth (the intensity and sustainability of change);
and
Inclusion (the change benefits people who are vul-
nerable and marginalized).
4 Penny Jackson, The optimum combination of whole-life cost and  Jackson
OECD quality (or fitness for purpose) to meet the user’'s (2012, p.2)
requirement. It can be assessed using the criteria
of economy, efficiency and effectiveness.
5 World Bank/ UK Value for Money is the optimum combination of World Bank Institute
treasury whole-of-life costs and quality (or fitness for pur- and Public-Private In-
pose) of the good or service to meet the user’s re-  frastructure Advisory
quirements. Facility (2013, p.9)
6 ITAD Value for money examines the optimal relation-  Barnett, Barr, Christie,
ship between costs/resources and benefits/out-  Duff, & Hext (2010,
comes - delivered through processes that trans- p.9)
form inputs through activities to outputs which are
necessary and sufficient to trigger outcomes
7 King, OPM Value for Money is an evaluative question about  King (2018, p.7)
how well resources are used, and whether the re-
source use is justified.
8 UK National The optimal use of resources to achieve intended  National Audit Office
Audit Office outcomes. (n.d.)

Source: See rightmost column of table.
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7.2

Why evaluate Value for Money?

The concept of Value for Money and, more specifically, the implementation of Value for Money
concepts in international development serves multiple purposes. These purposes can be grouped
into three categories of (i) optimal resource allocation ex-ante, (ii) learning, and (iii) communica-
tion and justification.

1.

7.3

Optimal resource allocation ex-ante:

During the planning phase of a project, program or portfolio, the costs and benefits
should be evaluated and compared against alternative uses of the resources. Such com-
parisons can help to reduce opportunity costs. A good allocation would be one which
compares favorably in comparison to its next best alternative (King, 2018). In the case
that the next best alternative is not measurable, value for money can still fulfil the pur-
pose of informing stakeholders if the limited resources are being used legitimately or not
(King, 2018; ICAI, 2011; ITAD, 2010).

Learning:

Upon conclusion of a project or program, Value for Money assessments can facilitate
learning about what successful projects and programs are in terms of their implementa-
tion, the achieved benefits given the invested resources and how resources could be re-
duced by holding the benefits constant (King, 2018). A continuous process of assessing
Value for Money and identifying projects, programs, and portfolios with better or worse
Value for Money will contribute to building a knowledge base that can support and guide
the optimal resource allocation ex-ante and allows to channel funds most effectively in
order to achieve the best possible impact.

Communication and justification:

Development projects are often funded by taxpayers, who do not benefit from develop-
ment activities directly. The effective use of tax revenues is, therefore, particularly im-
portant. Value for Money assessments can help to communicate more clearly and, thus,
effectively how tax revenues are used, that funds are well and efficiently managed, and
can demonstrate the benefits that are achieved with tax revenues (King, 2018; Jackson,
2012). Further, Value for Money can produce a strong evidence to defend the validity of
aid and can demonstrate that those in charge are consistently working to produce better
results.

Caveats of Value for Money

Although Value for Money is conceptually compelling, its implementation is challenging and
involves the following considerations:

1.

Risk of a shift in policy focus towards easily assessable programs and portfolios:

Value for Money could lead to a shift in policy focus away from issues or topics that po-
tentially require policy attention and towards issues and topics that can be more easily
assessed. For example, projects, programs, or portfolios that target complex social, be-
havioral, or institutional changes are more difficult to assess than interventions that tar-
get more easily measurable outcomes such as income (King, 2018).

Risk of shift in policy focus towards target groups that tend to have higher Value for
Money:

Value for Money could lead to a shift in policy focus away from target groups that po-
tentially require policy attention and towards target groups for which Value for Money
tends to be higher (DFID 2011). For example, if interventions are more costly to
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implement in marginalized or remote groups because they are more difficult to reach,
then the Value for Money for this target group may be lower than for a more accessible
and less disadvantaged group (assuming the same value). But the consequence of this
should not be that interventions should not be implemented among marginalized
groups. Similarly, simply because an intervention is cheaper to implement in country A
than in country B, the consequence should not be that all project funds should be chan-
neled towards country A.

Limited comparability of Value for Money in different contexts, interventions, and out-
comes:

It is difficult to compare Value for Money across projects, programs, or portfolios as both
the costs and the benefits across interventions are often not comparable owing to the
difference in contexts, interventions, and outcomes. For example, the benefits of a vo-
cational training program in Uganda measured in additional jobs created is difficult to
compare with a deworming program among school-aged children in India.

The potential issues associated with the concept of Value for Money mirror the characteristics
of good Value for Money. It is important to carefully consider the target group, context, type of
intervention, and outcomes. Importantly, good Value for Money should target the most disad-
vantaged groups and not merely those for whom high benefits can be achieved at low costs.

7.4 Conceptual framework of Value for Money: The 4E approach

Most approaches to Value for Money follow, in one way or another, a framework by the De-
partment for International Development (DFID) referred to as the 4Es which assesses the follow-
ing dimensions of a project, program or portfolio: (i) its economy, (ii) efficiency, (iii) effective-
ness, and (iv) equity (Figure 7.4.1). Figure 7.4.1 illustrates how the 4Es come into play at a differ-
ent stage of the result chain - either at the result chain’s input stage, its outputs stage or as an
outcome.

Figure 7.4.1
VfM Conceptual Framework (DFID, 2011)

Value for Money

‘“'.._"-_——-——————-l-—--'-"'-.'.-v

| Cost-effectiveness |

\ 4

Training sites, training Delivery logistics Youths are trained Employment
equipment (rigs, (rotation of trainers, and certified in probability increased
machinery, workwear), organization of construction skills among youths
trainers, etc. classrooms, etc.)

Source: Own illustration based on DFID (2011.
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In the following, we will introduce each of the 4Es in more detail and provide E4D-specific ex-
amples using the S4C program in Table 7.4.1.

Economy regards the acquisition of inputs - for example, raw materials, services, and staff - and
asks whether input costs could be reduced while holding the quality of outputs constant. The
evaluation of "Economy’ includes the following considerations (Jackson, 2012; DFID, 2011):

- Can the same or equivalent inputs be bought for less money?
— Would the use of cheaper inputs be causing costs elsewhere?
- Would the use of cheaper inputs affect the effectiveness of the intervention?

Efficiency regards the use of inputs in their conversion to outputs. It is about the management
and logistics of delivering or implementing an activity. The evaluation of “Efficiency’ includes the
following considerations (Jackson, 2012; DFID, 2011):

— Can the inputs be used or managed differently so that the same results are achieved
but fewer inputs used?

- Would the different use of inputs and different management of activities cause costs
elsewhere?

- Would the different use of inputs and different management of activities affect the
effectiveness of the intervention?

Effectiveness regards the translation of outputs into outcomes and includes the following con-
siderations (Jackson, 2012; DFID, 2011):

- Are the outcomes intended to result from the activities and outputs achieved?

Equity regards the targeting of activities, outputs, and outcomes. It ensures that target groups
of interest are reached and that not only those benefit from the activities and outputs for whom
high Value for Money can be achieved. The evaluation of "Equity’ includes the following consid-
erations (ICAIl, 2011; Jackson, 2012; DFID, 2011):

- Were the poorest, most disadvantaged, or most marginalized population groups
reached?

Some Value for Money frameworks omit the concept of ‘Equity’ and, therefore, refer to the
framework as The three E’s, i.e. Economy, Efficiency, and Effectiveness. However, the concept of
‘Equity’ is important to address the second caveat discussed in section 7.3. If equity is not con-
sidered and if program selection would strictly follow Value for Money, then the poorest, most
disadvantaged, or most marginalized groups may not be targeted at all. Clearly, this contradicts
the purpose of development aid.
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Table 7.4.1
The 4Es: concept and examples

Concept Considerations

Economy

Efficiency

Equity

Source: Own illustration.

S4C Example

Could rigs used in the level 2 training be
bought cheaper?

Do the cheaper rigs need fixing or mainte-
nance more often?

Are cheaper rigs more difficult to handle,
which could slow down the training such that
fewer exercises can be conducted and learning
outcomes would be lower?

Could trainers be working at one training site
only rather than switching sites every other

training cycle?

Although travel time and costs may be re-
duced if trainers do not regularly switch sites,
trainers at less liked sites may stay absent
more often and the organization of replace-

ment may be difficult and costly

If trainers do not regularly switch sites, train-
ers at less liked sites may stay absent more of-
ten which would result in less training hours

and lower learning outcomes.

Did the reach-out and recruitment of partici-
pants target the poorest?

Did the poorest participate in and complete
the S4C program?

Did the poorest improve their construction
skills, employability, and employment proba-
bility?




The concepts of the 4Es illustrate that Value for Money is about weighing and balancing differ-
ent alternatives and aspects of how to acquire, organize and manage resources, inputs, activities,
and outputs. Reducing the resources used to implement an activity may increase Value for
Money. However, when resources are reduced typically also effectiveness is affected. If effec-
tiveness is reduced due to the cost reduction, then Value for Money may not increase but de-
crease. Thus, the net result of the reduction in costs is relevant.

All of the 4Es are important to consider separately and in unison. An activity may be economi-
cally and efficiently implemented but not effective. Hence, cutting costs further will not improve
Value for Money. Reversely, Effectiveness is important but only in joint consideration with Econ-
omy and Efficiency. It can make sense to focus on and to invest in an activity with relatively low
effectiveness if the resources required to implement the activity and to generate the output are
comparatively cheaper than for the high effectiveness activities.

7.5 Approaches to Value for Money

The implementation of Value for Money concepts such as the 4Es into daily activities is a chal-
lenging task in practice. Objective and universally applicable guidelines or implementation pro-
cedures are lacking as Value for Money is highly case specific due to differences in contexts, in-
terventions, outcomes and target groups across programs, projects, portfolios, and agencies.

The Economy concept requires the understanding of costs of one’s agency’s own spending and
also the spending of partners. It requires information about prices and the quality of inputs that
are used and of those that pose alternative inputs. Further, it probes to understand how actual
and alternative inputs translate into outputs and outcomes. Similar challenges arise in the eval-
uation of Efficiency.

DFID’s Value for Money framework, which is guided by the concepts of Economy, Efficiency,
Effectiveness, and Equity comprises “A [Value for Money] cycle which ensures that we allocate
and manage resources so that we achieve the maximum development impact; and [...] six [Value
for Money] enablers that help drive the quality of our work within this [Value for Money] cycle”
(DFID 2011, p. 9). DFID enablers are actors at all levels of the agency, ranging from the Manage-
ment Board to program staff, each fulfilling different tasks of planning, scrutinizing, monitoring,
measuring, and reporting. The Value for Money cycle is equally comprehensive, including
(1) business plans, (2) spending reviews, (3) operational plans, (4) indicator targets, (5) procure-
ment, (6) financial management, (7) program management and monitoring, and (8) evaluations
and learning. A summary of Value for Money enablers and the cycle can be found in Table 7.5.1.

259



Table 7.5.1

DFID’s Value for Money enablers and the Value for Money cycle

VM Process/
Work Stream/ Value for Money Purpose
Enablers .
Behavior
Staff behaviors are crucial to enabling Value for Money.
. For the Value for Money agenda to succeed we all need to show dili-
. Diligence, Good . . . .

Our Skills and R gence in what we decide to do and how we implement (knowing what
) sense and skills of . L .
Behaviors works and being sure that we are delivering development results in the

DFID staff . .
most effective and efficient way).
This involves a high level of skill and diligence from our staff.
UK Aid Transparency
Guarantee and Publishing strategy documents, project data and documentation, and
International Aid individual payments opens our decisions to public scrutiny and enables
Transparency  Transparency the public to judge whether we are delivering Value for Money.
initiative
Existing The first line of scrutiny comes internally through our management
Management chain.
decision-taking Managers take responsibility that all aspects of their work represent
process good Value for Money.
Internal Audit Provides internal scrutiny and informs the Accounting Officer (the Per-
Internal manent Secretary) and DFID managers on the whole system of risk man-
R agement, control and corporate governance.
Scrutiny
Quality Assurance The quality of DFID appraisals and the Business Case more generally is
Unit assured through the Quality Assurance Unit and Chief Economist.
Special Measures for Improve the performance of multilaterals offering poor Value for
Multilaterals Money - signal to these multilaterals that DFID wants an urgent im-
provement in its performance and will monitor progress carefully. Pro-
gress will be reviewed after two years.
Independent Independent evaluations that focus on whether value for money has
Commission for Aid been achieved for UK taxpayer and impact of aid has been maximized.
Impact (ICAI) Systematic process of follow up on recommendations resulting from
External these evaluations fosters lesson learning.
Scrutiny National Audit

Office/ Public
Accounts
Committee

Continue to carry out Value for Money studies on DFID to scrutinize
whether we are delivering good Value for Money.
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Table 7.5.1 continued

ViM Process/

Work Stream/ Value for Money Purpose
Enablers X

Behavior

—  We need to understand what works best to achieve our results and en-
sure investment decisions represent good Value for Money; RED is lead-
ing on research to establish what works and what doesn’t.

— If evidence is flawed or assumptions don’t hold, we risk not achieving

Evidence our results.

—  DFID will open in July 2011 a quality assessed internet-based evidence
databank, which includes evidence papers, systematic reviews and ac-
cess to a wide range of research and e journals, so staff know what type
of interventions are likely to work in particular situations.

—  Theresults agenda is about being clear what outputs and outcomes we
can realistically expect from an intervention - If we don’t know what
we’re buying we can’t assess whether it represents good Value for
Money.

Results & Value for — Indicators help us'me'asure results achieved. . '
R —  Value for Money indicators are useful tools to help signal whether in-
Money Indicators .
terventions represent good Value for Money.
Results & —  Key international institutions have knowledge leadership roles (e.g.,
Value for World Bank) and roles in benchmarking performance and unit cost data.
Money tools We need them to do that work so we in turn have better data on our
results & Value for Money.

Strengthen the quality of our sector Value for Money work:

—  Develop a set of core indicators in sectoral results and VFM frameworks
and embed at each level of DFID Business Planning.

— Undertake greater internal benchmarking on unit costs and compara-

Sector Value for tors of sectoral investments.

Money Framework, —  Provide relevant sectoral evidence on what works to achieve results at
guidance andcapabil- good value for money.

ity —  Monitoring of aggregate portfolio performance.

—  Build DFID wide sectoral results and Value for Money capability.

—  Engage international system and institutions to get better results and
Value for Money from global sectoral investments - and strengthen in-
ternational benchmarking of country results and unit costs.

Commercial —  Focusing strategically on getting Value for Money from all commercial
Strategy activities.
X —  Bringing in improvements to Value for Money cycle e.g., BAR and MAR
System Innovating and

Development

Improving

for allocation process, new Business Case, Logframes, Annual Reviews
etc.

Influencing
Partners

Ability to affect
others

Being aware that DFID is often only one of many funders in each organ-
ization, and so may only hold a small fraction of the political and finan-
cial capital

Nonetheless, DFID must effectively use its financial and human re-
sources to influence third parties to implement Value for Money re-
forms at a more holistic level (as outlined in the MAR) and engage other
partners and donors in support of this agenda. Coordination at both HQ
and country level helps to strengthen our ability to do this.
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Table 7.5.1 continued

VEM Process/
Work Stream/ Value for Money Purpose
Enablers .
Behavior
Sets-out our areas of focus.
DFID Business Indicators on our impact and costs reported publicly.
Plan Performance against the indicators enables the public to judge whether
we are delivering good value for money at the corporate level.
Spending Review sets-out resources available to achieve the Business
SR & Allocations Plan.
(BAR, MAR, HERR BAR, MAR and other reviews help us to choose how to allocate our re-
etc.) sources on the basis of results in our areas of focus (from Business Plan)
and Value for Money considerations.
Sets-out our plans to deliver results from BAR, MAR etc.
i Getting the right staffing mix to achieve the results.
Operational Plans . . .
Teams create their own strategy to ensure Value for Money in their
Value for
program.
Money
Cycle Corporate
P Indicators and targets enable Management Board to assess whether
performance . . - .
DFID is on track to deliver agreed results in line with planned costs
framework

Business Case

Embeds evidence and consideration of value for money early in the de-
cision making and design stages of all projects and programs.
Multilateral business case sets out the reforms and results we want to
see to improve value for money from core financing; - Strengthens
DFID’s commercial awareness to ensure intervention design yields bet-
ter value for money in procurement.

Clarifies our approach to evaluation from the outset and in the design
of the intervention; and

The quality of appraisal and the Business Case more generally is assured
through the Quality Assurance Unit and Chief Economist.

Procurement

Procurement best principles drive the commercial aspect of Value for
Money. Involves:

Being clear what we need.

Having a sound procurement strategy which identifies most appropri-
ate funding method and route to market to deliver maximum Value for
Money.

Developing well focused terms of reference that enable bidders or
other Partners such as CSOs and Multilaterals using DFID funds to be
clear what they are being asked to deliver and by when.

Having appropriate evaluation criteria and assessment, conducting
good negotiations.

Maintaining appropriate relationships with the supplier, carrying out
effective monitoring.

Payment by results.

Learning lessons.
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Table 7.5.1 continued

VEM Process/
Work Stream/ Value for Money Purpose
Enablers X
Behavior
—  Ensures that all spending decisions are guided by Value for Money prin-
ciples.
—  Ensures that resources are allocated to programs where they can make
the most impact.
Financial —  Provides clarity on how much interventions cost and from which
Management budget.

—  Provides a clear framework to reallocate funds where appropriate.

—  Ensures good monitoring, reporting and accountability of expenditure.

—  Enables the organization to continually drive down costs and promote
efficiency across the organization.

— Ongoing program management to keep interventions on track to
achieve intended results.

—  Annual reviews to place emphasis on scoring based on a comparison of
the results actually achieved against those expected at project design
stage.

—  Sectoral Portfolio reviews to consider sector wide Value for Money is-
sues and lesson learning; and

—  Approvers regularly assess whether intervention still represents good
Value for Money.

Monitoring and
Management

—  Evaluating the results and effectiveness achieved from DFID’s policies,
programs and partnerships plays a key role in demonstrating whether
specific interventions achieved good Value for Money.

Evaluations & —  Going forward — embedding evaluation through a decentralized system
Lesson Learning with greater ownership from teams enables us to measure results,
value for money, and build evidence base about what works.

—  Teams will be encouraged to go for studies focusing on impact and cost
effectiveness, with a strong underlying theory of change.

Source: DFID (2011), pp.12-15.

Not only is the integration of Value for Money into daily activities challenging, but also the eval-
uation of Value for Money. In particular, Economy and Efficiency require qualitative and to some
extent subjective assessments. The Independent Commission for Aid Impact, an organization
tasked to scrutinize UK aid spending, suggests a review for the purpose to assess Value for Money
based on four guiding criteria — objectives, delivery, impact, and learning —and propose a number
of guiding questions alongside with these four criteria (ICAl, 2011, pp. 11-13). For example, one
of the guiding questions as part of the "Delivery’ criterion is “Is there a clear view of costs
throughout the delivery chain?” (ICAl, 2011, p.13). For each review conducted based on these
criteria they propose to use a traffic light system to judge Value for Money. However, the assess-
ment tools and methods required to apply the criteria and to decide on a traffic light judgement
are diverse and case specific. ICAI (2011) states: “We will need to develop the right approach to
answering the questions we set ourselves for each review. To do this, we will use a wide range
of assessment tools, drawing on the most appropriate for the task in hand.” (ICAl 2011, p.14).

The evaluation of "Effectiveness’ is somewhat more clearly defined. Through a toolkit of econ-
ometric methods, the impact of an intervention, i.e., the change in the outcome that is causally
attributable to the intervention, can be measured. Although methodologically well understood,
the implementation of such econometric methods is challenging in practice as data requirements
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are high and the methods cannot be applied in all contexts. Examples of effectiveness measure-
ments pose chapters 2, 4, 5, and 6 of this report, i.e., the quantitative evaluations of the KAM,
RtW, and S4C programs and of the income information treatment.

These strategies and frameworks highlight that there is no one-fits-all solution to Value for
Money and that it requires a comprehensive, time consuming and joint effort of GIZ manage-
ment, E4D program management, E4D program teams (locally and centrally), local project teams,
and project partners. Central elements as part of this effort constitute transparency, scrutiny,
monitoring and reporting. As such, the existing planning and monitoring of result matrices and
logframes as well as procurement strategies already constitute important processes to enable
Value for Money. However, this could be systematically improved if agency-wide guidelines,
scrutiny mechanisms, and staff trainings were offered.

7.6 Tools to evaluate Value for Money

While Value for Money is taking place as part of day-to-day activities of aid workers or agency
staff, a range of tools exist that attempt to quantitatively evaluate Value for Money and, thus,
enable the comparison of Value for Money across programs, projects, and portfolios. Fleming
(2013) proposes six tools that can be used for Value for Money evaluations:

1. Cost effectiveness analysis

2 Cost utility analysis

3 Cost benefit analysis

4. Social return on investment

5 Rank correlation of cost vs. impact

6. Basic efficiency resource analysis

Table 7.6.1 summarizes these six tools, including a short description, their advantages and dis-
advantages, and their similarities and differences. The most commonly used tools are the cost-
effectiveness analysis and the cost-benefit analysis. Both compare costs with impact. However,
the cost-effectiveness analysis uses the outcome of interest to describe the impact, i.e., the num-
ber of beneficiaries that found employment, whereas the cost-benefit analysis attaches a mon-
etary value to the outcome. The cost-benefit analysis, thus, directly measures whether benefits
exceed costs and enables to compare interventions with different outcomes, for example, the
impact of HIV treatment on health versus the impact of a technical skills training on employment
probability. The main disadvantage of the cost-benefit analysis is that it is immensely difficult to
attach monetary values to outcomes. For example, how much is it worth to save a life or improve
life quality through antiretroviral therapy? Or, how much is it worth to improve female empow-
erment through financial literacy training of women?

The cost-effectiveness analysis is often considered the more viable option. It also summarizes
a complex intervention in a ratio and, hence, allows to compare interventions easily. It indicates,
for example, how much it costs to create one job or how many jobs can be created per monetary
unit such one EUR or USD. The comparability is straightforward for interventions with the same
outcome, e.g., employment probability, but is also possible for interventions with different out-
comes, e.g., health and employment probability. When cost-effectiveness ratios of different out-
comes are compared the evaluator herself can weigh the two outcomes against each other and
may have good reasons to come to a subjective conclusion. Further, many programs and portfo-
lios target specific outcomes, such as E4D targets to improve employment rates, incomes, and
job quality. Thus, in many cases comparisons within the same outcome classes are being made
naturally.
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Table 7.6.1

Tools for evaluating Value for Money

Method

Cost-Effec-
tiveness Ana-
lysis

Cost-Utility
Analysis

Description

Advantages

Disadvantages

Similarities and Differences

The evaluation of two or
more alternatives, based
on the relative costs and
outcomes (effects), in
reaching a particular
goal. This method can be
used when comparing
programs that aim to
achieve the same goal.

The evaluation of two or
more alternatives by
comparing their costs to
their utility or value (a
measure of effectiveness
developed from the
preferences of individu-
als). This method can be
used where monetizing
outcomes is not possible
or appropriate. This
method is most com-
monly used in health
through quality-adjusted
life years (QALY). The
QALY allows the compar-
ison of medical interven-
tions by the number of
years that they extend
life.

This method is well
suited to the comparison
of alternatives that are
being considered for
reaching the same goal.

— Makes careful at-
tempts to consider in-
dividual preferences

— A large number of po-
tential outcomes can
be included in the
evaluation

Can contribute to con-

sensus building and par-

ticipatory decision-mak-
ing as stakeholders are
called upon to assess

their preferences for di-

verse outcomes.

— This method cannot
compare alternatives
with different goals

— It cannot make an
overall determination
of whether a program
is worthwhile in an
absolute sense—this
method will not help
determine whether
total benefits exceed
total costs, only
whether an alterna-
tive is a relatively
more cost-effective
solution.

— Results are often diffi-
cult to reproduce
among different eval-
uators because of the
numerous and some-
times conflicting
methodologies that
are used to estimate
importance weights.

Cost Effectiveness and Cost
Utility analyses are useful
for evaluating programs that
aim to reach the same goal
in non-monetary terms. For
education programs, that
might mean a goal of in-
creased school enrolment,
attendance, completion, or
cognitive development. The
main difference between
the two methods is that CU
takes beneficiary perspec-
tives into account. Well
known applications of CU
analysis are in the health
sector, with the use of Qual-
ity Adjusted Life Years
(QALYs). The QALY allows
each potential program to
be measured according to
the extent to which it ex-
tends life expectancy while
also improving the quality of
each year lived. Developing
this indicator involves deter-
mining satisfaction derived
from different health states.
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Table 7.6.1 continued

Method Description

Advantages

Disadvantages

Similarities and Differences

Cost-Benefit The evaluation of alter-

Analysis natives by identifying
the costs and benefits of
each alternative in
money terms and adjust-
ing for time. This
method can be used to
identify if a course of ac-
tion is worthwhile in an
absolute sense -
whether the costs out-
weigh the benefits - and
allows for comparison
among alternatives that
do not share the same
objective or the same
sector.

Social Return Measures social, envi-

on Investment ronmental, and eco-
nomic costs and bene-
fits.

Like Cost Benefit analy-
sis, Social Return on In-
vestment analysis can be
used when comparing
programs with different
goals or in different sec-

tors.

Rank Allows for the relative

Correlation of = measurement of Value
Cost vs for Money across a port-

Impact folio of initiatives.

This method can help

determine:

— A comparison be-
tween alternatives
with different objec-
tives

— That any particular al-
ternative has benefits
that exceed its costs

— Which of a set of al-
ternatives within a
given sector has a
higher ratio of bene-
fits to costs.

Can contribute to partic-
ipatory decision making
as stakeholders are
called upon to identify
and value programs out-
comes
* The Social Return on
Investment Network
provides an assurance
process that ensures
the analysis has been
completed to a con-
sistent standard.

This method can help

determine a comparison

between alternatives

with different objectives

— Can be useful for
multi-unit programs. It
shows the impact and
performance of each
unit relative to other
units.

— Can contribute to par-
ticipatory decision
making as stakehold-
ers are called upon to
identify and value pro-
gram outcomes.

Benefits and costs must
be assessed in money
terms. For this reason,
this method is best used
when the majority of
benefits can be con-
verted to monetary val-
ues or when those that
cannot be converted are
unimportant or are simi-
lar among the alterna-
tives considered.

Cost data can be dis-
puted as different evalu-
ators use numerous and
sometimes conflicting
methodologies to derive
value.

Cost Benefit Analysis and So-
cial Return on Investment
evaluate whether a program
is beneficial in an absolute
sense. They both monetize
outcomes. Both methods al-
low for comparison of pro-
grams with different objec-
tives or from different sec-
tors. The difference be-
tween them is that Social
Return on Investment
measures social, environ-
mental, and economic costs
and benefits.

Rank correlation of cost vs
impact and Basic Efficiency
Resource Analysis both eval-
uate the relative costs and
benefits of many programs.
The first method ranks and
correlates costs and impact
while the second examines
relative value by plotting
programs on a four-quad-
rant graph based on costs
and impacts.
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Table 7.6.1 continued

Method

Basic
Efficiency
Resource Ana-
lysis

Description

Advantages

Disadvantages

Similarities and Differences

Provides a framework
for evaluating complex
programs by comparing
impact to resources and
offering a relative per-
spective on performance

This method can help
determine a comparison
between alternatives
with different objectives
— Can be useful for

multi-unit programs. It

Simplifies complex infor-
mation and should not
be relied on alone. It
should be used in con-
junction with other data,
and never as the only

where units analyzed are shows the impactand  analytical approach.

judged in comparison to performance of each

other peer units. unit relative to other
units.

— Can be used to aid dis-
cussions into the per-
formance of units,
their challenges, op-
portunities, and oper-

ating environment.

Source: Fleming (2013), pp. 6, 8, 9 (Tables 2 and 4).

7.7

7.7.1

Cost-effectiveness analysis

Ingredients and procedure

A cost-effectiveness analysis can be carried out in eight stages. The first four stages regard the
effectiveness measurement, the next two stages the cost measurement, and the last two stages
regard combining effectiveness and costs in a ratio.

Identify competing interventions:

Identify interventions for which Value for Money should be evaluated. This could be
interventions that are competing for resources. For example, when a new project port-
folio is set-up and different projects from a previous project phase are considered, pro-
jects from that previous phase could be selected.

Identify the appropriate outcome:

Identify the best outcome to determine the effectiveness of the programs. This step is
necessary to enable comparability across interventions and to ensure Value for Money
is measured for an outcome that is of most relevance for the considered types of inter-
ventions. For example, for skills development training the best outcome could be em-
ployability —i.e., abilities that enable participants to gain and maintain a job —or it could
be employment —i.e., the number of people in jobs.

Estimate the impact of the interventions:

The impact of the interventions, i.e., the changes in the identified outcome that can be
causally attributed to the interventions, needs to be estimated in order to establish the
effectiveness of the interventions. Note the importance of the interventions in ques-
tion causing changes in outcomes. If causality is not established and, for example, be-
fore-after comparisons are used instead, the cost-effectiveness ratio becomes vague in
some cases it may even be misleading - and would not pose reliable grounds for
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decision making and learning.
While establishing the causal impact, the following points should be kept in mind:

a) In some impact evaluations the treatment group consists of individuals who are
offered the treatment and participate in it and people who are offered the treat-
ment but decide not participate in it. The impact estimate resulting from this com-
position of the treatment group is called intention-to-treat effect (ITT). In other
evaluations the treatment groups only consists of individuals who participated in
the treatment. The impact estimates resulting from this set-ups is called treat-
ment effect on the treated (ToT). These two impact estimates cannot be com-
pared directly and require a small adjustment to restore comparability (Dhaliwal,

Igbal et. al., 2013).

The ITT is the aggregate impact of the ToT among eligible treated individuals and
the zero effect among eligible untreated individuals. Therefore, information on
the share of treated individuals can be used to derive the ToT from the ITT. For
example, in the KAM program not all participants were placed. If the treatment
group was defined as those who were in the pool of trainees that KAM companies
considered for internships, then for the estimation of ITTs, this pool of trainees
would form the treatment group. If the IT was 0.1 (e.g., 10 percentage points in
employment probability) and 70% of the treatment group was placed in an in-
ternship, then the ToT would be 0.14=0.1/0.7. Reversely, if the ToT is 0.14 and
70% of eligible people were treated, the ITT is 0.1=0.14*0.7. The ITT is typically
considered the policy relevant measure as policy programs are often offered to

people but participation is not mandatory.

b) Cost-effectiveness calculations should only consider interventions as effective
that have a “statistically significant” impact. An estimated effect is said to have a
“significant” impact when its p-value is less than 0.1. The p-value is a measure of
confidence about effect estimates and is important because differences in out-
comes between treatment and control group can occur at random chance rather
than due to the intervention. To better understand the concept of p-values, im-
agine that a technical skills training program improved the employment probabil-
ity by 5 percentage points (0.05) and that the effect estimate has a p-value of 0.2.
The p-value of 0.2 implies that there is a 20% probability that the intervention in
fact did not improve employment. However, if the p-value was 0.02, this would
imply that there is only a 2% probability that the intervention did not improve
employment. Evidently, the lower the p-value, the greater the confidence that
the effect is larger than zero. A p-value of 0.1 (10%) or less is commonly accepted
as a threshold for which the probability of a zero effect is sufficiently low and one
can, thus, be sufficiently confident that there is indeed a positive (or negative)
treatment effect. In order to check for the sensitivity of a cost-effectiveness ratio
to the level of significance, one can compare the intervention’s cost-effectiveness
ratio based on its point estimate to its cost-effectiveness ratios based on the ef-
fect’s upper and lower bound of the confidence interval (Dhaliwal et. al., 2013).

c) It can be interesting to consider the impact of the intervention for different
groups of the population. The effectiveness of interventions in subgroups is not
required to calculate cost-effectiveness, but it can provide insightful details as to
how the characteristics of participants could impact the intervention and how fu-

ture interventions could be optimally targeted.



The total impact of the intervention:

Impact estimates typically provide average and per person effect estimates. For exam-
ple, the technical skills training program improved participants’ incomes by 100 EUR.
However, as total costs are typically reported rather than costs per person, also the total
impact must be calculated based on the causal effect estimate, the number of benefi-
ciaries and the duration of the program. The result of the following calculation can be
used to calculate the cost-effectiveness ratio:

TotallmpactOfProgram = Impact * SampleSize

Gathering the cost data:

Cost estimates of each intervention need to be calculated. It is important to include all
costs of an intervention as the omission of resources will distort the cost-effectiveness
ratio and may lead to wrong conclusions. Consider two soft skills training interventions,
A and B, that were selected to be evaluated and compared. For both interventions only
the costs that incur with project partners are available, but intervention A consumed
much more time effort from GIZ staff than intervention B. Ignoring the GIZ staff costs
will reduce the costs of intervention A relative to intervention B and, thus, erroneously
give an advantage to intervention A in terms of Value for Money.

A method to ensure that all costs are gathered is the Ingredients Method. The Ingredi-
ents Methods lists all ingredients to an intervention and their prices and allocates them
to broader categories. Each cost category must be included in both interventions, if
applicable, and the ingredients to each category should be complete. Some common
categories are as follows (McEwan, 2012 & J-PAL, n.d.):

a) Program administration: This comprises expenditures that incur, for example, in
the hiring and paying of staff involved in the implementation of the intervention,
costs of office facilities as well as overhead costs.

b) Targeting costs: This comprises resources that are spent in the planning and im-
plementation of the outreach phase of an intervention, for example, when identi-
fying and targeting beneficiaries, raising awareness about the intervention or en-
rolling beneficiaries.

c) Staff training: This comprises expenditures on training the staff responsible for
implementing the intervention such as costs for training facilities, personnel that
trains the trainers, or training equipment.

d) User training: This consists of the costs incurred in training beneficiaries such as
costs of training facilities, personnel that trains beneficiaries, or training equip-
ment.

e) Implementation costs: This comprises expenditures on implementation costs that
were not covered by the previous categories - such as personnel that manages
daily activities and logistics, equipment required such as laptops or mobile phones
as well as phone credit or transportation costs.
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f) User costs: This comprises costs incurred by the beneficiaries to participate in the
intervention such as the opportunity cost of their time or expenses to travel to the
training facility. Often these costs are not available, but, in theory, pose an im-
portant cost category.

g) Averted costs: This comprises costs that were successfully avoided due to the im-
plementation of the program and should be subtracted from the final costs of the
intervention. Often these costs are not available, but, in theory, pose an important
cost category. For example, if an intervention enrolls participants into health in-
surance and, in consequence, participants have better health, then costs for the
treatment of illnesses, cost from absenteeism at work and income losses are
averted.

h) Monitoring costs: This comprises expenditures for monitoring the progress and
outcomes of an intervention and may include data collection costs, personnel
costs, or equipment costs (laptop, software etc.).

If cost data are not available at all, one could alternatively look for information on
costs of comparable interventions based in similar contexts. An example for this
poses Kremer and Miguel (2004) who evaluated the effectiveness of the distribu-
tion of deworming drugs in primary schools in Kenya. It is important to note that
this approach should be used if and only if, there is no way of gathering costs using
the ingredients method. Using a cost estimate from another intervention requires
the interventions to be extremely similar. In order to ensure the similarity, a rigor-
ous check of the key assumptions from the parent study needs to be done. This
task will be very challenging and time-consuming. Therefore, great care needs to
be taken before resorting to this approach of estimating cost data.

For both approaches, the final amount of total costs must be presented together
with a list of categories and ingredients included to reach the total. Further, cost
calculations should be accompanied by an appropriate discussion of caveats and
the implications that the omission or inclusion of certain ingredients or categories
have for the cost-effectiveness ratio of each intervention. In addition, if interven-
tions of different contexts, regions or countries are compared, different price lev-
els that the two interventions are facing should be critically reviewed and com-
mented on.

Note that in case the intervention has multiple impacts, the evaluator could con-
sider the program as a whole and divide the cost of the whole program by the
number of outcomes. For example, a skills training program to improve partici-
pants’ employability can positively affect both their technical skills and their em-
ployment status. The evaluator can then take the entire cost of the intervention,
divide it into two, and calculate the cost-effectiveness ratio for the two sets of out-
comes (i.e., number of people who improved technical skills and who found em-
ployment) separately.

6. Converting the costs into common units:
The costs gathered through the Ingredients Methods may not be directly comparable
across interventions, but also even within one intervention itself. Costs may incur over
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a longer period of time during which inflation can occur. Further, often different cur-
rencies are used to pay for ingredients. Therefore, the cost ingredients need to be in-
flation and exchange rate adjusted in order to be comparable (Dhaliwal, Igbal et. al.,
2013).

Calculating the cost-effectiveness ratio:

Using the total costs calculated in steps 5 and 6 and the impact of the interventions as
derived in steps 1 to 4, the cost-effectiveness ratio can be calculated using the following
formula:

Total impact of program

Cost — ef fectiveness ratio = - ,
Total costs in common units

The obtained ratio indicates the increase or decrease in the outcome for a unit amount
of money spent. For example, it could indicate how many people were able to find em-
ployment for every Euro spent on providing technical training to people. Alternatively,
one could reverse the numerator and denominator such that the ratio indicates the
amount of money needed to generate a unit increase in the outcome —e.g., how much
money needs to be invested in a technical training program to enable one person to
find employment.

Sensitivity analysis:

Finally, the sensitivity of the cost-effectiveness ratio can be checked using the bounds
of the confidence interval as suggested in step 3. To do so, the cost-effectiveness ratios
based on the interventions’ estimated point estimates, i.e., the results from the main
analysis, need to be compared to cost-effectiveness ratios that use the upper and lower
bound of the effect estimates’ confidence intervals. For example, consider intervention
A, which has a point estimate of 0.1 and a confidence interval of 0.15 (upper bound)
and 0.05 (lower bound), and intervention B, which has a point estimate of 0.08 and a
confidence interval of 0.12 (upper bound) and 0.04 (lower bound). The main analysis
would have used the point estimates of 0.1 (intervention A) and 0.08 (intervention B).
In the sensitivity analysis, the calculation of the cost-effectiveness ratios would then be
repeated for the upper and lower bonds for each intervention.

If the ranking of cost effectiveness ratios is the same across the different effect sizes
applied (i.e., point estimates and upper and lower bounds), then the sensitivity analysis
confirms the results of the main analysis based on point estimates and, hence, one in-
tervention is more cost-effective than the other. However, if the cost-effectiveness
rankings are different in the sensitivity analysis, the results of the main analysis are
called into question and evoke a more detailed discussion. In the above example, inter-
vention A has a higher point estimate than intervention B, but the point estimate of
intervention B is more precisely estimated, such that the lower bound effect size of
intervention B is higher than of intervention A. The cost-effectiveness ratio of course
also depends on the total costs, but in such scenarios the ranking of the cost-
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7.7.2

effectiveness ratios in the main analysis and the sensitivity analysis may not coincide.
In addition to the bound analysis, the sensitivity analysis should critically review cost
assumptions as discussed in step 5 and any other assumptions or aspects of the cost-
effectiveness calculations that can have implications for the obtained ratio and, thus,
the conclusions to be drawn from the analysis.

Example calculation for the KAM and S4C program

This section follows the steps outlined in section 7.7.1 to calculate the cost-effectiveness ratio
for E4D programs.

1.
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Identify competing interventions:

The interventions for which the cost-effectiveness ratios should be calculated are the
RtW program and the S4C program in Uganda as well as the KAM program in Kenya.
The programs were chosen because all three programs constitute large skills training
and internship placement programs, which are typical for the E4D portfolio. Im-
portantly, all three programs were planned to be continued during E4D’s second pro-
gram phase.

However, the evaluation of the RtW program in section 4 did not show significant im-
pacts. Further, the S4C program only showed significant employment effects for sub-
groups of beneficiaries, but not for the sample on average. Therefore, the example cal-
culation in this section focusses on the KAM program only.

Furthermore, the example calculation focusses on the comparison of beneficiaries that

participated in the whole program.

Identify the appropriate outcome:

The outcome of interest is decent employment as this is the main employment indica-
tor of E4D which combines having paid work of at least 20 hours per week and a mini-
mum income from that work of at least 6,209.93 KES per month.

Estimate the impact of the interventions:

Section 2 quantitatively evaluated the effect of the KAM program on decent employ-
ment. The results suggest that the KAM program, i.e., having completed the skills train-
ing and an internship placement, improved decent employment by 28 percentage
points. If only the effect of the placement in addition to the skills training is considered,
the estimated point estimate is 13 percentage points (0.127). As the group of KAM ben-
eficiaries consist of individuals who were trained and placed as well as only trained,
also the treatment effect of completing the KAM skills training only is required, which
is unknown. It is assumed that the difference between the effect of completing both
components and of only the placement is the effect for the training only: 0.283 —0.127
= 0.156, i.e., 16 percentage points. Note, that this is a strong assumption because in-
teraction effects between the training and the placement may exist, i.e., the training
alone may not be as effective as in combination with the placement. The sensitivity
analyses in step 8 will use a different assumption about the effectiveness of the KAM
training to calculate the cost-effectiveness ratio. Further, the sensitivity analysis will



use the confidence interval bounds to calculate the cost-effectiveness ratios.

The two relevant effect estimates are thus 28 percentage points (0.283) for beneficiar-
ies who completed both KAM program components and 16 percentage points (0.156)
for beneficiaries who completed only the KAM skills training. Both effects present treat-
ment effects on the treated (ToT). As there is no information available about the num-
ber of people who were offered the KAM program, the intention-to-treat effect (ITT)
cannot be calculated and the ToT is used.

The total impact of the intervention:

In total, 1,019 individuals received the skills training and a subset of those also received
a placement. Unfortunately, the number of placed individuals is not known and needs
to be deduced from the sample of study participants. 803 of the study participants were
trained and 504 additionally completed an internship. Thus, 63% (=504/803) of study
participants received both program components. Applying this ratio to the total num-
ber of trained participants, i.e., 0.63*1,019, would suggest that roughly 642 individuals
were trained and placed.

The number of 642 beneficiaries can be used to calculate the total impact of completing
the skills training and a placement, which is the average treatment effect times the
number of beneficiaries: 0.283 * 642 = 182. Hence, 182 individuals are in decent em-
ployment due to participating in both KAM program components. Note, that this cal-
culation assumes that the treatment effect among study participants is the same as
among individuals who were beneficiaries but not part of the quantitative evaluation.

In addition to the roughly 642 individuals who were trained and placed there are
roughly 377 individuals (=1,019-642) who were only trained. Given the assumed treat-
ment effect of 16 percentage points as discussed in step 3, the total impact of the train-
ing is: 0.156 * 377 =59, i.e., 59 beneficiaries are in decent employment due to partici-
pating in the KAM training.

The total impact is thus 182 + 59 = 241, i.e., 241 individuals are in decent employment
due to participating in the KAM program.

Gathering cost data:

The available cost data are limited. Available are an estimate of the in-kind partner
contribution, which is 180,480 EUR, and a GIZ contribution of 583,201.94 EUR. These
figures include all costs incurred in the implementation of the KAM program; however,
it is not known how these costs split over specific implementation cost categories. The
figures include salaries of GIZ’s project management staff, but do not include costs for
M&E activities, other project administration by GIZ, user costs or averted costs. Thus,
the resulting cost-benefit ratio will be upward biased to a substantial extent and should
not be used for comparisons across projects.

Converting the costs into common units:

The costs gathered under step 5 are indicated in one currency (EUR) and, therefore, do
not require exchange-rate adjustment. The KAM program ran from October 2016 to
October 2019 and inflation likely occurred during these three years. However, it is
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unknown when during this period the costs incurred exactly. For illustration purposes,
we assume that a third of the total budget (254,560.65=763,681/3) was spent each year
(2016, 2017, and 2018) in October and convert it to January 2021 prices using inflation-
tool.com:

Table 7.7.1

Example calculation for inflation adjustment
Vear Costs at time of Inflation factor Costs in January 2021

Expenditure in EUR in EUR
2016 254,560.65 1.04 264,743.076
2017 254,560.65 1.05 267,288.683
2018 254,560.65 1.04 264,743.076
Total 797,774.835

Source: Own calculations.
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The total costs of the program adjusted for inflation amount to 797,774.835 EUR as of
January 2021. If the resulting cost-effectiveness ratio was to be compared to the cost-
effectiveness ratio of other interventions, the cost of the other intervention would also
need to be expressed in January 2021 EUR.

Calculating the cost-effectiveness ratio:

To calculate the cost effectiveness ratio, the total impact is divided by total costs:

241 jobs / 797,774.835 EUR = 0.000302 jobs/EUR

The cost-effectiveness ratio suggests that one EUR spend creates 0.000302 decent jobs.
Alternatively, one could reverse the ratio and divide the costs by the number of decent
jobs (797,774.835 EUR / 241 jobs = 3,310.27 EUR/job), which would suggest that one
decent job costs 3,310.27 EUR.

Sensitivity analysis:

Table 7.7.2 shows the results of a number of sensitivity analyses. The sensitivity anal-
yses include the calculation of the cost-effectiveness ratio based on (i) the assumption
that the implementation costs make up two-thirds of total costs, (ii) the assumption
that the KAM training alone did not have an effect on decent employment (i.e., effect
size of zero), (iii) using the upper bound of the confidence interval of the KAM training
and placement effect for the impact calculation, and (iv) using the lower bound of the
confidence interval of the KAM training and placement effect for the impact calcula-
tion. The resulting cost-effectiveness ratios based on alterations (i) to (iii) range be-
tween 0.00021 and 0.00024 jobs per EUR invested and are thus relatively similar, sug-
gesting that these are quite reasonable alterations. As expected, the cost-effectiveness
ratio based on the upper bound of the confidence interval is much larger, amounting
to 0.00036 jobs per EUR invested.



Table 7.7.2
Sensitivity analyses of the cost-effectiveness ratio

Topic Changes Cost-effectiveness ratio:

The total costs under step 5 (763.681,94 UR) only include

implementation costs. In the sensitivity analysis, it is as- 241 jobs / 1,145,522.91 EUR
Cost categories sumed that implementation costs make up 2/3 of the total = 0.00021 jobs/EUR

costs. This would result in total costs of 763.681,94 EUR *

(3/2) =1,145,522.91 EUR

A treatment effect of 16 percentage points was assumed

among beneficiaries who only participated in the KAM

training but did not complete an internship placement. This 182 jobs * 797,774.84 EUR
is a strong assumption, and a more conservative assump- =0.00023 jobs/EUR

tion would be a KAM training effect of zero. In this case the

total impact would only amount to 182 decent jobs created:

Treatment effect
of KAM training

(0.283 * 642) + (0 * 377) = 182 jobs

The upper bounds of the confidence interval of the KAM

training and placement effect is 0.3552445. The confidence

interval of the training only effect is unknown, as it was cal-
Upper bound of culated from the difference in point estimates from two )
confidence inter-  ©ther effects, and sensitivity analysis of the training only ef- 287 jobs / 797,774.84 EUR
val fect is conducted above. Therefore, this sensitivity analysis = 0-00036 jobs/EUR

will only vary the effect the KAM training and placement

had. The calculation of the total impact is:

(0.355 * 642) + (0.156 * 377) = 287 jobs

The lower bound of the confidence intervals of the KAM
training and placement is 0.211227. The confidence interval
of the training only effect is unknown, as it was calculated
Lower bound of from the difference in point estimates from two other ef-
confidence inter-  fects, and sensitivity analysis of the training only effect is
val conducted above. Therefore, this sensitivity analysis will
only vary the effect the KAM training and placement had.
The calculation of the total impact is:

194 jobs / 797,774.84 EUR
=0.00024 jobs/EUR

(0.211227 * 642) + (0.156 * 377) = 194 jobs

Source: Own calculations.

7.8 Conclusion

Value for Money is about the balancing of resources and impact of the invested resources. Value
for Money is not an ad-hoc evaluation of costs and impact but is implemented in daily activities
of project-level agency staff and agency management. This is important because Value for Money
is often confused with the assessment of Value for Money through cost-effectiveness analyses.
Value for Money can be used to guide, steer, and justify individual development projects, specific
country programs or whole agency portfolios.

The most common conceptualizations of Value for Money follow DFID’s 4Es framework — Econ-
omy, Efficiency, Effectiveness, and Equity -, which consists of considerations that regard the eco-
nomic spending on resources, the efficient conversion of inputs to outputs, the effectiveness of
outputs in reaching outcomes (i.e., the impact of an intervention), and the equitable targeting of
interventions in order to reach the poorest or most marginalized population groups (DFID, 2011).
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There are no one-fits-all guidelines on how to approach and implement the 4Es framework as
Value for Money depends on many complex program-, context- and agency-specific conditions
and procedures. To guide the implementation of Value for Money, DFID (2011) suggests the use
of a Value for Money-cycle that touches upon various project-related aspects and organizational
levels, including (1) business plans, (2) spending reviews, (3) operational plans, (4) indicator tar-
gets, (5) procurement, (6) financial management, (7) program management and monitoring, and
(8) evaluations and learning. Applying this to the GIZ or, more specifically, E4D-context implies
that Value for Money requires a comprehensive and joint effort of GIZ management, E4D pro-
gram management, E4AD program teams (locally and centrally), local project teams, and project
partners. Central elements as part of this effort constitute transparency, scrutiny, monitoring
and reporting. As such, the existing planning and monitoring of result matrices and logframes as
well as procurement strategies already constitute important processes to enable Value for
Money. However, this could be systematically improved if agency-wide guidelines, scrutiny
mechanisms, and staff trainings were provided.

A common tool to evaluate (not to implement) Value for Money is the cost effectiveness anal-
ysis. It summarizes a complex intervention in a ratio of total impact to total costs and, hence,
allows comparisons of interventions easily. It indicates, for example, how many jobs can be cre-
ated per monetary unit such as one EUR spent or how much it costs to create one job. The com-
putation of cost-effectiveness ratios itself is simple. However, the inputs for its computation re-
quire elaborate efforts because (i) the causal impact of the intervention needs to be assessed
and before-after comparisons that are part of standard M&E procedures are not sufficient and
(i) total costs of the intervention’s implementation, administration (locally and centrally), and
M&E that incur at the agency and the partner as well as the time when the cost incurred need to
be known in order to convert the costs to common units that are inflation- and exchange rate-
adjusted.

The causal impact of an intervention and total costs are often not known. The required infor-
mation on costs, i.e., all cost items, the time when the costs were incurred and the currency they
incurred in, should, in theory, be known through accounting procedures and could be made avail-
able for such exercises. This assumes that GIZ staff who are involved with the program in ques-
tion, such as local program managers, administrative staff, and staff in GIZ’s headquarter, are
clocking the time they are spending on specific programs. However, an intervention’s causal im-
pact cannot be drawn from existing agency structure. As rigorous impact evaluations are costly,
it is important to carefully choose the interventions for which they are conducted. Important
selection criteria could be whether the intervention is a ‘typical’ intervention of the program
portfolio and whether it is an intervention that is considered to be continued in future program
phases.

Toillustrate the computation of the cost-effectiveness ratio, the results of the quantitative KAM
program evaluation were used. The quantitative evaluation suggested that beneficiaries who
participated in the KAM skills training and who were subsequently placed in an internship im-
proved their decent employment probability by 28 percentage points. However, not every par-
ticipant of the KAM program was placed in internships and for those who only attended the KAM
training an effect size of 16 percentage points in decent employment was assumed, which re-
sulted from the difference between the effects from participating in the training and the place-
ment (0.28) and participating in the placement in addition to the training (0.12). In a sensitivity
analysis, an effect size of zero is assumed for beneficiaries who only participated in the training.
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For the cost data, information on total implementation costs in EUR were available. As the spe-
cific timing of when the costs were incurred was unknown, inflation adjustments could not be
appropriately conducted and, for the purpose of illustration, it was assumed that a third of the
costs occurred in each of the three project years. Because the costs were indicated in EUR al-
ready, no exchange rate adjustments were needed. The total costs do not include costs that re-
gard the management, administration, monitoring and evaluation of the project, which results
in an upward bias of the Value for Money assessment. If the calculated cost-effectiveness ratio
is compared to other cost-effectiveness ratios, the omission of the cost categories of the KAM
program may result in misleading conclusions. Thus, a careful consideration of the included cost
categories is indispensable. In a sensitivity analysis it is assumed that implementation costs ac-
count for two-thirds of all costs, however, this may still be an optimistic assumption.

Overall, the implementation of Value for Money and the assessment of Value for Money require
considerable efforts at various levels of the agency and project stages. A number of monitoring
and procurement mechanisms are already in place that enable Value for Money and such mech-
anisms could be more systematically extended. The implementation further requires the inter-
nalization of Value for Money principles into daily activities. All agency staff could be purposefully
trained to implement Value for Money into their specific tasks. The assessment of Value for
Money requires more detailed cost reporting, which could potentially build upon existing ac-
counting structures. Further, rigorous evaluations would need to be conducted in order to learn
about the causal impact of an intervention. All together, these requirements seem challenging,
but they are not prohibitive and have the potential to contribute to more efficient and effective
development aid.
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8 Indirect and Induced Employment Effects

8.1 Concept

Employment effects refer to economy-wide changes in employment due to an intervention or
investment. Job creation as a result of an intervention occurs through different channels and at
different levels and, therefore, does not only affect beneficiaries, i.e., participants of an inter-
vention, directly but also triggers a large variety of effects on individuals and companies outside
the primary group of beneficiaries. These, sometimes unintended, employment effects can be
seen as ripple effects of the initial intervention effect. Positive ripple effects include jobs that are
created due to additional local consumption as a result of higher earnings of beneficiaries,
whereas negative ripple effects include substitutions of workers outside the group of beneficiar-
ies with beneficiaries.

In gauging the economy-wide job-creation effect of an intervention an assessment and subse-
guent cumulation of three individual effects is necessary: direct, indirect, and induced job crea-
tion (IFC, 2013). While direct employment effects are typically the primary goal of an interven-
tion, indirect and induced employment effects are triggered by the direct effect of an interven-
tion on its beneficiaries through ripple effects (Kluve and Stéterau, 2014). Measuring only direct
effects inaccurately reflects the overall benefits of an intervention and involves the risk to design
future program portfolios towards interventions with large direct effects but low economy-wide
effects.

Although the benefits of measuring economy-wide effects are salient in theory, in practice its
measurement poses challenges that are difficult to overcome. This is particularly the case for
human capital interventions, such as the skills trainings that are the subject of this report’s im-
pact evaluations, and, more generally, development cooperation projects that do not entail large
infrastructure investments. The subsequent sections summarize the state of the literature in
measuring economy-wide employment effects (henceforth employment effects) and illustrate
the challenges that arise in the context of human capital focused interventions. Acknowledging
these challenges, a conceptualization of employment effects for human capital interventions put
forward by Kluve and Stéterau (2014) is introduced and an exemplary calculation of employment
effects based on multipliers of human capital interventions from the literature is applied to the
interventions that are studied in chapters 2 to 5.

8.2 Literature and Implementation of Theory

In the literature, the concept and measurement of employment effects are predominantly dis-
cussed in the context of infrastructure projects and large financial investments (Bacon and
Kojima, 2011; IFC, 2013; MacGillivray et al., 2017; ILO, 2020b). In these contexts, the theory of
change of employment effects is based on the idea that infrastructure increases production or
that financial investments allow a business to grow. The additional output that is or will be gen-
erated through these interventions requires more labor input - and, thus, creates direct employ-
ment effects - and non-labor input. The higher demand for non-labor input supports and creates
further jobs along the companies’ or sector’s supply chain, which creates indirect employment
effects. Finally, households benefitting from additional income through the direct and indirect
employment effects increase their consumption of goods and services and, thereby, further in-
crease output and in consequence jobs. This increase in employment through increased con-
sumer demand is referred to as induced employment effects. The impacts triggered by infrastruc-
ture interventions and the associated employment effects are illustrated in Figure 8.2.1.
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Figure 8.2.1
Employment effects of infrastructure investments
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Source: Own representation based on ILO (2020b).

A cost-effective tool for the calculation of employment effects of an intervention is the use of
employment multipliers. A multiplier adjusts estimates of created direct jobs for the direct jobs’
ripple effects on indirect and induced employment. A multiplier is greater than one if it is ex-
pected that the intervention generates benefits to the economy that exceed their immediate
impact on direct employment (Kluve and Stéterau, 2014). The magnitude of an employment mul-
tiplier depends highly on the characteristics of the intervention and the context in general. Gen-
erally, estimates of employment effects through multipliers can only be interpreted as an ap-
proximate benchmark (USAID, 2016).

Employment multipliers can be measured at two levels — at the microeconomic and at the mac-
roeconomic level (Kluve and Stéterau, 2014; Bacon and Kojima, 2011). At the microeconomic
level a bottom-up approach is used and the analysis focuses on either single persons or compa-
nies on the market. While at the person-level the interventions’ effect on a participant’s employ-
ment probability can be analyzed, at the company-level the effect on the company's employment
and competitiveness is measured. At the macroeconomic level a top-down-approach is used and
the employment multipliers of interventions are measured for more aggregate levels such as for
a region, sector or country. The first approach is typically used to estimate an aggregate employ-
ment impact for a given portfolio, whereas the latter is typically used to estimate changes in
aggregate indicators on the basis of input-output tables for a specific sector or an entire country
(Kluve and Stéterau, 2014).

The estimation of employment multipliers is particularly challenging because the counterfac-
tual scenario, i.e., how economy-wide employment would have changed in the absence of the
intervention, is difficult to determine and data requirements are substantial (Kluve and Stoterau,
2014). Often only a partial analysis of employment effects is possible which captures indirect
effects under specific circumstances but usually does not include effects outside the target group
(Kluve and Stoterau, 2014). Ideally, micro-founded macro models are used, which are compli-
cated and not viable in practice.

Because most of the literature on employment multipliers refers to interventions with external
output shocks (portfolio investment, etc.), a practical top-down approach to derive multipliers is
offered by so-called Input-Output Tables (I0Ts) and Social Accounting Matrices (SAMs). IOTs and
SAMs provide links between inputs and outputs for several sectors in the economy based on
historical data (ILO, 2020a). In detail, IOTs describe the sale and purchase relationships between
producers and consumers within an economy and show the flows of intermediate and final goods
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and services defined according to industry outputs for a given year. However, I0Ts do not contain
data on the expenditure patterns of economic actors (government, enterprises, and households).
Here the SAM enters the picture, which is an expansion of the IOT and adds other actors in the
economy: government, savings and investments, households, and the rest of the world (imports
and exports). Since it includes all actors and agents in the economy, a SAM can also be described
as a tabular form of the circular flow of income in the economy. Neither SAMs nor I0Ts contain
any labor market information as such and, therefore, the estimated employment effects are
based on the extent of the changes in output (USAID, 2016). Since I0Ts and SAMs only contain
financial information, i.e., the transactions between sectors and actors in the economy, they are
linked to sectoral-level employment data to provide macro-level employment multipliers and,
thus, overall employment effects of certain interventions in the economy.

Although the use of I0Ts or SAMs is a comparatively simple method for the estimation of em-
ployment multipliers, the implementation of such top-down approaches is still methodologically
demanding and the required data are typically not readily available. Elaborate |0Ts exist only for
some countries - mainly European countries and only for a few African countries (MacGillivray et
al., 2017). Existing 10Ts are often outdated and only include highly aggregated sectors, in some
case sectors are not separated at all (Bacon and Kojima, 2011; ILO, 2020a). However, sector-
specific results most likely deviate widely from results based on sector averages. A major meth-
odological disadvantage of I0Ts and SAMs is their static approach. The IOT or SAM analysis as-
sumes that input-output relationships and prices do not change dynamically, as they would in
reality, and, further, assumes no supply constraints (ILO, 2020a). Both the I0T’s static approach
and the unconstrained supply can lead to under- or overestimations of employment effects and,
thus, the resulting employment multipliers can be misleading (IFC, 2013).

Like other human capital interventions, E4D projects are targeted at individual beneficiaries
(e.g., TVET students or HR staff at a company) and, thus, at a different level of implementation
than vast investment programs, which are targeted at large companies or sectors and are ex-
pected to have macroeconomic impacts. Therefore, approaches and definitions established in
the literature often do not apply to the case of human capital interventions. In the context of
human capital-focused portfolios with individual-level interventions — such as skills trainings and
job placements or entrepreneurial trainings of staff at selected small and medium enterprises
(SMEs) - 10Ts and SAMs are not suitable methods to derive employment multipliers. For inter-
ventions that are targeted at individuals, there are no supply chains that can be analyzed. For
firm level interventions, supply chains could theoretically be analyzed, but the IOT or SAM
method postulates an increase in output and this increase would have to be measured and caus-
ally attributed to the human capital intervention first. Further, firms would need to be willing to
share information about their supply chain in order to calculate indirect and induced employ-
ment effects occurring through the increased input-demand of the beneficiary firm as a result of
the output increase caused by the intervention.

Because the main literature on employment effects and employment multipliers does not offer
a feasible approach for interventions included in the E4D portfolio, the subsequent sections dis-
cuss a conceptualization of economy-wide employment effects in the context of individual-level
human capital-focused interventions put forward by Kluve and Stéterau (2014).
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8.3 The case of human capital interventions

8.3.1 Conceptualization of employment effects of human capital interventions

Kluve and Stoterau (2014) provide a conceptualization of employment effects for individual-
level interventions at the example of human capital-focused interventions. They suggest an
adapted theory of change which is based on the identification and differentiation of three
groups: (i) beneficiaries, (ii) the target group, and (iii) the non-target group. Every intervention
has a target group for which it aims to reach a specific outcome; for example, an intervention is
set out to improve the employment probability (= outcome) of adolescent girls in region A
(= target group). Beneficiaries pose a subgroup of the target group, they are actually participating
in the intervention and, therefore, are affected by the intervention outputs; for example, ado-
lescent girls in region A who participate (= beneficiaries) in the training (= output). The non-target
group includes all actors, who are not part of the target group, i.e., older females or males in
region A or females and males of any age outside of region A (= non-target group).

The identification of these three groups allows to conceptualize the theory of change of em-
ployment effects of human capital interventions, which is visualized in Figure 8.3.1. A skills train-
ing intervention, for example, may lead to an increased employment probability of beneficiaries
through improved employability or signaling of a certificate — these are direct employment ef-
fects. Individuals of the target group who are outside of the beneficiary group may also improve
their employment probability, for example, through knowledge spillovers from beneficiaries, re-
sulting in indirect employment effects. However, indirect employment effects also include sub-
stitution effects and, therefore, can also be negative. Substitution effects occur when open posi-
tions are filled with beneficiaries which in the absence of the skills training would have been filled
with a non-beneficiary of the target group.
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In a final step, induced employment effects may occur for individuals outside of the target group
due to knowledge spillover effects or the increased overall consumption of employees who ben-
efited from the direct or indirect employment effects. The latter leads to increased hiring in sec-
tors producing goods and services for consumption. However, also at this stage negative induced
employment effects are possible through displacement effects. Displacement effects are similar
to substitution effects but occur outside of the target group. At the individual level, displacement
effects occur when a person of the target group is hired instead of a person outside of the target
group because, for example, the training intervention established a positive image of the target
group. Box 8.3.1 summarizes the definition and logic of employment effects of human capital-
focused interventions based on Kluve and Stéterau (2014).

Direct employment effects: Typically, the primary goal of an intervention. All changes in employment
outcomes that are directly caused by the outputs of the intervention among its beneficiaries.

Indirect employment effects (also referred to as supply multiplier): Triggered by the direct effect of
an intervention on its beneficiaries. Changes in employment outcomes among the target population
which are caused by direct (employment and non-employment) effects of the intervention. Indirect
effects comprise (e.g.) multiplier effects or substitution effects. Typically, indirect effects are more
difficult to evaluate than direct effects since they cannot be measured among the beneficiaries

* Substitution effects: Occur within the target population, meaning that participants in a program take
jobs that individuals who did not participate would otherwise have held.

Induced employment (also called consumption or income multiplier): Changes in employment out-
comes among individuals and firms which are not part of (i.e., outside) the target group of an inter-
vention. The effects are induced through the entire initial economic effect of an intervention —includ-
ing direct and indirect effects. These include employment effects along the value chain (multiplier ef-
fects), effects of an altered business environment, or displacement. Generally, not a goal of an inter-
vention and, therefore, often referred to as (un)intended consequence.

* Displacement effects: Potential positive employment effects within the target group are offset by
negative employment effects for individuals/firms outside the target population.

Box 8.3.1: Definition of the three different employment effects, Kluve and Stéterau (2014).

8.3.2 The calculation of employment effects of human capital interventions

In the context of employment effects, the terms gross and net effects are commonly used. How-
ever, the understanding of gross and net effects in the multiplier literature differs from how the
terms are used in impact assessments or monitoring and evaluation. In the multiplier literature,
gross effects are often those that do not take into account indirect and induced employment
effects, whereas net effects do (see for instance European Commission, 2007). In impact assess-
ment, however, net effects are referred to direct employment effects that can be causally at-
tributed to an intervention, i.e., taking into account the counterfactual outcomes of beneficiaries
in the absence of the intervention, whereas gross effects typically refer to employment figures
measured through before-after comparisons (Kluve and Stéterau, 2014). In the following sec-
tions, the impact assessment definition of net effects is used. This definition of a net effect is also
equivalent to the direct employment effect and, thus, implies that net effects are a necessary
ingredient for the calculation of economy-wide employment effects.
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The formula to convert net- or direct effects into (economy-wide) employment effects provided
by Kluve and Stoterau (2014) is:

Employment Impact = Net Ef fect x (1 + indirect Ef fects + induced Effects)

= Net Effect x (1 — Substitution) x (1 — Displacement) x (1 + Multiplier)

Based on this formula, the net effect is multiplied with the relevant employment effect param-
eters. In the aggregated form this includes the multiplication of the net (direct employment) ef-
fect with the parameters for indirect and induced employment effects. More specifically, the
indirect and induced multipliers are disassembled into their respective positive components, cap-
tured by the general multiplier, and negative components, captured by the substitution (indirect)
and displacement (induced) effects.

8.4 EAD Application

Because the estimation of E4D-specific multipliers is not feasible as this would require data from
individuals outside of the target population as well as a sophisticated model of the Ugandan
economy and effect mechanisms of E4D interventions within this economy, multipliers from the
literature on employment effects of human capital interventions were gathered and applied to
the estimated E4D net effects from chapters 2 and 5. Specifically, multipliers from RWI (2013)
were adopted and are presented in Table 8.4.1.

The application of these multipliers to the estimated E4D net effects serves two purposes. First,
to illustrate how multipliers could be applied, if available, and, second, to highlight how much
multipliers can vary and, therefore, provide very uncertain and, to some extent, even arbitrary
estimates of employment impacts.

In Table 8.4.1, most parameters are based on papers with employment effects calculated for
European countries and interventions that contain either only partially a human capital compo-
nent or different types of human capital interventions, e.g., wage subsidy programs. Hence, the
employment effects and, thus, multipliers of these interventions may differ from typical E4D-
interventions in African economies. The magnitudes provided by these multipliers are very broad
and present only rough reference values for initial orientation, they do not present ultimately
valid parameter ranges.

It is important to emphasize that the multipliers presented in Table 8.4.1 are highly context-
specific and an appropriation of multipliers which are calculated for other countries, regions,
interventions, and years is not advisable as common practice for GIZ monitoring or reporting.

Table 8.4.1 presents a range of parameter values from RWI (2013) that are used as examples of
multipliers for human capital interventions. A parameter of 0.3 implies that one direct job sup-
ports 0.3 additional jobs. Values are presented as ratios of the net effect. Thus, in the case of
negative effects, such as the displacement and substitution effects, the parameter X is used as a
factor of (1-X) of the direct employment effect. For positive indirect or induced effects, the pa-
rameter X is used as a factor of (1+X) of the direct employment effect (see above formular).
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Table 8.4.1
Employment multiplier estimates from the literature

Human Capital Development

(positive) Indirect Effect 0.05-0.1
(positive) Induced Effect 0.3-05
Substitution 0.2-04
Displacement 0.1-0.3

Source: Based on RWI (2013). The search included Bondonio and Martini (2012), Centre for
Strategy and Evaluation Services (2006), Criscuolo et al. (2012), English Partnerships (2008), Eu-
ropean Union (2013), Greenberg et al. (2011), Maré (2005), Mouqué (2012), National Audit Of-
fice (2003).

Using the parameters of Table 8.4.1 and the formula provided by Kluve and Stoterau (2014),
one KAM and one S4C net effect of the impact evaluations were identified to be used in the
calculation of (economy-wide) employment effects. In order to compare the employment effects
of the two programs, the net effects would ideally be available for the same output, the same
intervention - e.g., skills training and internship placement versus control or skills training and
placement versus skills training only -, the same subpopulation, as well as the same follow-up
timing of the data collection. Unfortunately, this cannot be implemented as no significant effects
were identified for exactly the same characteristics in both projects. As a second-best solution,
as many characteristics as possible were held constant and the effects that seemed of most im-
portance in each project were selected. For the KAM project, this is the main effect of the training
and placement in comparison to the no-intervention control group on decent employment as
measured 10 to 15 months after the baseline survey for the whole study population, which is
28.1 percentage points or a parameter of 0.281. For S4C, the net effect of the training and place-
ment in comparison to only the training on decent placement as measured in November 2020
for participants aged 25 years and older was selected, which is 17.0 percentage points or a pa-
rameter of 0.170. For these two effects the interventions and sub-populations differ, whereas
the outcome as well as the timing of the outcome measurement were held constant to the extent
possible.

Based on the identified KAM and S4C net effects and the formula provided by Kluve and Sto-
terau (2014) as discussed above, the calculation of lower bound employment effects, using the
lower end of the range of the respective multipliers in Table 8.4.1, and upper bound employment
effects, using the upper end of the range of the respective multipliers in Table 8.4.1, are illus-
trated. The calculation is shown in depth for the KAM project, whereas the calculation results for
the S4C project are presented in Table 8.4.2.

The lower bound employment effect calculation is:
Employment Ef fect
= Net Ef fect x (1 — Substitution) x (1 — Displacement) x (1 + Multiplier)
= Net Effect x (1 — Substitution) x (1 — Displacement)
x (1 + (positive indirect + induced Ef fect))
=0.281 x (1 —0.4) x (1 — 0.3) x (1 + (0.05 + 0.3))
=0.159

The upper bound employment effect calculation is:

Employment Ef fect = 0.281x (1 —0.2) x (1 — 0.1) x (1 + (0.1 + 0.5))
=0.324
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The calculation yields an estimated overall KAM employment effect range of 0.159 (lower
bound) to 0.324 (upper bound), which means that the KAM program increases the probability of
decent employment by 16 to 32 percentage points taking into account direct, indirect and in-
duced employment effects. Conducting analogous calculations for the S4C program yields an es-
timated employment effect range of 0.096 (lower bound) to 0.196 (upper bound), i.e. the S4C
program increases the probability of decent employment by 10 to 20 percentage points taking
into account direct, indirect and induced employment effects. As the multipliers are constant
parameters, the KAM effect is just a multiple of the S4C effect by a factor of how much the net
KAM and S4C effects differ. Table 8.4.2 summarizes the net effects and calculated (economy-
wide) employment effects for the KAM and the S4C project.

Table 8.4.1
Calculation results of (economy-wide) employment effects
Project Net Effect Employment Effect
Lower bound Upper bound
KAM 0.281 0.159 0.324
S4C 0.17 0.096 0.196

Source: Own calculations.

The lower bound effect estimates are lower than the net effects due to the small positive indi-
rect and induced parameters and large negative substitution and displacement parameters ap-
plied in the lower bound calculation. The reverse is true for the upper bound employment ef-
fects, i.e., large positive indirect and induced parameters and small substitution and displace-
ment parameters were applied in the upper bound calculation. The upper bound employment
effects are more than twice as large as the lower bound employment effects. The differences
between lower and upper bound effects illustrate the substantive variation in employment ef-
fects that can arise from the choice of multipliers and highlights how arbitrary the calculation of
employment effects can be.

8.5 Conclusion and Recommendation

The literature on economy-wide employment effects does not offer a practical approach for the
calculation of employment multipliers for human capital-focused interventions similar to those
in the E4D intervention portfolio. The top-down approaches based on I0Ts or SAMs commonly
used in the employment effect literature, are not suitable for applications in the context of hu-
man capital interventions. For E4D interventions targeted at firms, the IOT/SAM method would
require a measurement of output increases induced by the E4D intervention and knowledge of
beneficiary firms’ supply chains. For E4D interventions targeted at individuals, the logic of I0Ts
is not applicable at all as there are no supply chains that can be analyzed. RWI (2013) and Kluve
and Stoterau (2014) noted the inadequacy of top-down approaches in the measurement of em-
ployment effects of human capital interventions and put forward a conceptualization of employ-
ment effects for such types of interventions. Following Kluve and Stéterau (2014), employment
multipliers were applied to net direct employment effects estimated in the KAM and S4C evalu-
ations using multipliers previously estimated for human capital interventions implemented in
Europe or other high-income contexts. However, multipliers are highly context-specific and it is
not recommended to integrate this approach into regular E4AD monitoring and reporting. The
adoption of those multipliers would raise severe doubts about the validity of the calculated em-
ployment effects. Here, the calculation exercise served the purpose to illustrate how multipliers
could be applied, if available, and to highlight how much multipliers can vary and, therefore,
provide very uncertain and, to some extent, even arbitrary estimates of employment impacts.
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9 Lessons Learned for Future Program Designs

Sections 2 to 5 studied the impact of the KAM program in Kenya and the RtW and S4C programs
in Uganda. All three programs follow a similar structure, comprising two components — a skills
training and, for a subset of participants, an internship placement. The KAM and RtW programs
were particularly similar because they both targeted TVET graduates and the training consisted
of a two- to three-day work readiness training. In contrast, the S4C program targeted a broader
beneficiary group and the skills training lasted for 6 to 10 weeks and focused on technical con-
struction skills.

The main take-aways of the quantitative evaluations of the KAM (section 2), RtW (section 4),
and S4C (section 5) programs are:

1. The KAM program and, specifically, the KAM skills training rather than the internship
placements significantly improved TVET graduates’ decent and formal employment
probability and incomes.

2. The RtW program did not affect the labor market outcomes of recent TVET graduates
in the short time considered (later data collections were not conducted due to the coro-
navirus pandemic).

3. The S4C program improved incomes among employed and, specifically, the internship
placement component rather than the technical skills training improved the probability
of decent employment, formal employment, and employment with a contract of par-
ticipants who were at least 25 years, TVET educated, and previously had worked in a
job for at least six months.

A more detailed summary of the results of the three quantitative evaluations is presented in
Table 9.1.

The results of the three quantitative evaluations engender mixed implications for the effective-
ness of specific program components. The results of the KAM program suggest that the work
readiness training was effective in improving employment outcomes, whereas the internship
placements were less effective. In contrast, the results of the S4C program suggest that the in-
ternship placements were effective in improving employment outcomes, at least in some sub-
groups, whereas the comprehensive technical skills training was less effective. The results of the
RtW program evaluation do not support either of the KAM or S4C findings.

Despite the heterogeneity in the effectiveness of the three programs to improve labor market
outcomes, the results suggest that both skills training and internship placement can be effective
to improve employment outcomes in specific settings. Further, the results suggest that the ef-
fectiveness of the respective program components depends on the local context, program design
aspects, and the target group.
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Table 9.1
Summary of the results of the quantitative evaluations of the KAM, RtW, and S4C programs

Program/

. Main results
Intervention

Country

—Vocational training graduates who participated in the KAM training and internship
placement experienced a significant improvement in their labor market outcomes.
Particularly striking are the large and persistent effects on decent and formal em-
ployment as well as on income. Moreover, results show an improved job search
performance, a reduced financial dependency, and an increased probability of hav-

KAM ing a bank account.
Kenya - . .
BICSIE —The positive effects on labor market outcomes seem to be mainly driven by the

work readiness training component rather than the labor market attachment com-
ponent.

—The impact of receiving an internship placement in addition to participating in the
KAM training alone is small and insignificant with regards to most employment and
labor outcomes or the effects do not sustain in the longer term.

—The RtW training and placement program did not affect TVET graduates’ employ-
RtW ment probability or earnings in the short time considered.

program —Secondary outcomes, such as employment aspirations or migration intentions,
were also not affected.

—The S4C program did not affect participants’ employment probabilities, but it signif-
icantly improved incomes of employed participants. The income increase appears

to be driven by a mixture of higher wages and longer working hours.

Uganda —The S4C internship placements improved the probability of decent employment, for-

mal employment, and employment with a contract of participants who were at least
S4C program 25 years old, TVET educated, and previously had worked in a job for at least six
months.

—The S4C program increased participants’ employment aspirations and internal mi-
gration intentions.

—The S4C placement seems to be the most effective program component which
drives the program’s overall impact.

Source: Own illustration.

The case-specificity of the programs’ impacts mirrors well existing evidence. Overall, the evi-
dence for stand-alone training programs is mixed (Betcherman et al., 2004; Blattman and Ral-
ston, 2015; Kluve et al., 2017, 2019), although they showed to be effective in certain populations
and contexts (Adoho et al., 2004; Alcid et al., 2014; De Mel et al., 2014). More comprehensive
multi-component programs, such as those that combine training and employment services, tend
to be more effective (Betcherman et al., 2004; Attanasio et al., 2011; Chakravarty, 2016; J-Pal,
2017; Kluve et al., 2017, 2019; Datta et al., 2018); although the evidence suggests that the inclu-
sion of soft-skills trainings does not improve outcomes further (Kluve et al., 2017, 2019). Pro-
grams of higher implementation quality and longer duration tend to perform better (Kluve et al.,
2017, 2019). Due to large informal sectors in low-income contexts, positive effects hinge on the
demand for skilled labor and a growing economy (Betcherman et al., 2004; Vivarelli, 2014, J-Pal,
2017; Ibarraran et al., 2019; Escudero et al., 20019). Private sector involvement can be effective,
for example, through support in curriculum development, as mentors or networking facilitators,
or by absorbing trainees in their own companies as apprentices or employees (J-PAL, 2017; Kluve
et al., 2017; Datta et al., 2018).
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Lending from the knowledge base of the literature, the following subsections discuss specific
aspects of the program designs and target groups that potentially contributed to the effective-
ness or ineffectiveness of specific program components. The local context touches upon both
topics, i.e., design features and the target group, and, therefore, is not discussed separately but
as part of the two topics.

9.1 Program design

9.1.1 Trainings

Surprisingly, the short soft skills training of the KAM program was effective, whereas the much
more comprehensive technical skills-oriented S4C training was not, or at least to a lesser extent.
The S4C training was much longer, lasting for 6 weeks if only the level 1 training was completed
and 10 weeks if also the level 2 training was completed. The level 1 training included a 9-day
general work readiness training, a 10-day training in basic construction skills, and a two-week
international certification program in health, safety, and environmental standards. The level 2
training consisted of training and certification in either rigging or pipe fitting. Thus, the S4C train-
ing was longer and more intensive than the KAM training. Further, the S4C program also included
work readiness training and dedicated even more training days to the topic of work readiness
than the KAM training, which focused mostly on work readiness, comprised overall. Therefore,
the S4C skills training’s lack of effectiveness cannot be explained by a lack of work readiness skills
training.

A context specific factor that is key for the effectiveness of a skills training program is that there
is demand for and a supply shortage of the skills that are trained to beneficiaries (Betcherman et
al., 2004; Vivarelli, 2014; J-Pal, 2017; Ibarraran et al., 2019; Escudero et al., 20019). One reason
why the S4C training was less effective might have been that - although construction skills were
effectively transferred to beneficiaries and signaled to employers - construction skills were not
in net demand at the time the program’s impact was measured or at least not in the places where
beneficiaries were searching for jobs. The theories of change of many E4D programs in Uganda
assumed large scale investments in the resource sector which would in consequence increase
the demand for skilled construction workers. If those investments were delayed or reduced, ben-
eficiaries might have been better off seeking jobs outside of the construction sector. Alterna-
tively, participants may not have been searching for jobs in places where infrastructure invest-
ments had been made. This could also explain why the level 2 rigging or pipe fitting training had
no additional effect on participants’ labor market outcomes in comparison to those who were
only trained in basic construction skills (level 1). Potentially, rigging and pipe fitting skills were
difficult to market at the time labor market outcomes were surveyed. If the demand for con-
struction skills or, specifically, rigging and pipe fitting skills increases when the anticipated re-
source sector investments are made, positive S4C training effects may show in the long-term.

A feature of the KAM skills training that might have contributed to its success in comparison to
the RtW and S4C trainings could be the organized opportunities for trainees and employers to
meet, such as at job bazaars (J-Pal, 2017; Kluve et al., 2017, 2019; Datta et al., 2018). Job bazaars
took place after the last day of the KAM training and offered opportunities for trainees and com-
pany representatives to meet and mingle. The job bazaars potentially served as a platform to
individually seek an internship or job placement. Indeed, the results of the KAM evaluation
showed that internship placements did not improve the probability or number of job interviews
in comparison to beneficiaries who only participated in the KAM training.
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Although the KAM and RtW programs were very similar in structure and length a key difference
—in addition to the networking opportunities — existed in who conducted the training. As part of
the RtW program, TVET teachers were trained to implement the work readiness training and
schools were free to conduct work readiness trainings at times of their convenience. While the
training of trainers can have advantages with respect to the sustainability of the implementation
of the RtW program, imposing training responsibilities on schools can have implications for the
quality of trainings; for example, schools may be less restrictive with respect to the class size of
trainings. In contrast, KAM’s work readiness training was implemented by a private service pro-
vider who had extensive experience in conducting such trainings and who potentially was re-
quired to follow stricter implementation protocols than project partners whose business activi-
ties did not depend on E4D assignments. Overall, this difference in the training implementation
potentially resulted in different training qualities and, hence, varying program effectiveness
(Kluve et al., 2017, 2019).

9.1.2 Placements

The qualitative evaluation of KAM’s “sustainability program” (see section 3) suggested that in-
ternship-offering companies took up interns regularly already before the KAM program started
and also employed other interns at the same time as they employed interns facilitated through
E4D’s KAM program. Similarly, the Kenyan Association of Manufacturers, which was the project
partner that facilitated the internship matching of the KAM program (therefore, the program
name), also regularly facilitated internships irrespective of the support by E4D. Thus, participants
who were not placed into an internship through E4D’s KAM program, were potentially success-
fully seeking internships through job bazaars themselves or through internship matching services
offered by KAM and other providers outside of E4D’s KAM program. Indeed, over 80% of the
pure control group completed an internship. Among beneficiaries who only received the work
readiness training but no internship placement through the KAM program, about 20% completed
an internship. These insights suggest that the KAM program might not have added significantly
to increase internships beyond internships that would be ongoing irrespective of E4D’s KAM pro-
gram, i.e., that would take place also in the absence of the KAM program. Note, this does not
suggest that internship placements are not effective in general, but it would suggest that the
infrastructure for internship facilitation may be in place irrespective of the placements facilitated
through E4D’s KAM program.

The internship matching of the RtW program in Uganda was, similar to the KAM program in
Kenya, implemented through the local association of manufacturers, i.e., the Ugandan Manufac-
turers Association. Although qualitative evidence similar to the one available for the Kenyan con-
text is missing, it may well be that internships are also very common among target group mem-
bers of the RtW program in Uganda, so that also the RtW program would not add significantly to
internship placements beyond what is in place already. The RtW study results show that a large
but yet smaller share of control group participants completed an internship and control group
participants were invited for interviews at similar rates.

In contrast to the RtW and KAM programes, the internship placements of the S4C programs were
not facilitated through a manufacturers’ association but through a private service provider, who
potentially can manage internship placements more efficiently and monitor its quality better.
The direct payments for the provider’s services might have resulted in more resources for the
implementation of placements and its monitoring and, potentially, also generated higher ac-
countability. Anecdotal evidence suggests that the monitoring of KAM internship placements
was deficient as the records of the Kenyan Manufacturers Association did not allow to quantify
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how many interns were placed in total or at which companies. The monitoring records as re-
ceived from the service provider of S4C were also often unclear, although, to a lesser extent than
KAM records.

9.2 Target group

Participation in the RtW program was conditional on being a final year student at selected vo-
cational training institutes. Similarly, participation in the KAM program was conditional on being
a final year student or recent graduate, i.e., in the past five years, of selected vocational training
institutes. The target group of the S4C program was broader. The S4C outreach consisted of an
open call and interested individuals had to fulfill some eligibility criteria with respect to age, hav-
ing a national ID, willingness to stay at the training sites in Packwach or Kampala for the duration
of the training, and a test on skills required during the training such as, for example, on basic
math skills.

These differences in target groups could also have contributed towards the effectiveness of
selected program components. The S4C program’s impact is most pronounced among individuals
who were at least 25 years old, TVET educated, or had previously worked in one job for at least
six months. Further, in contrast to the RtW program, the KAM program targeted individuals who
were older and had gained first work experiences already, given that beneficiaries were not re-
quired to be final year students, but instead their graduation may have been a few years back
already. However, the heterogeneity analyses of the program impacts of KAM and RtW by age
and work experience do not suggest that older and experienced participants benefited more
from the program. In fact, the results of the KAM evaluation suggest that participants without
prior work experience benefited relatively more from the KAM program.

9.3 Recommendations:

Based on the discussion of design features and target groups in the respective program con-
texts, it is difficult to pin down the precise aspects of the programs that drive their effectiveness
or ineffectiveness. Yet, some broader recommendations can be deduced:

1. A careful assessment of the context and the needs of the target groups should be con-
ducted prior to the planning and implementation of interventions:
It is important to first define a target group and target outcomes to be able to precisely
study and assess the needs of the target population. For example, if the target group are
final year TVET students and the target outcome is an increase in the probability of de-
cent employment, then a detailed understanding is required about what the barriers of
TVET graduates in finding decent employment are in the specific local context; i.e., what
do their job search patterns and methods entail; what kind of jobs are they looking for
in terms of salary, position, tasks, and location; are they willing to relocate for a job; are
they willing to switch sectors; what were the experiences of former TVET graduates who
successfully found and secured a job and what were the experiences of former TVET
graduates who did not successfully secure a job.
Similarly, the requirements on the company side need to be carefully studied with re-
spect to labor demands and skills shortages in the specific context (Betcherman et al.,
2004; Vivarelli, 2014; J-Pal, 2017). To ensure that a program meets the needs of the de-
mand side, private sector companies could be involved in the curriculum design of an
intervention. Finally, an assessment of whether the needs of the supply and demand
sides match should be conducted and how each side’s needs can be reconciled, which is
where an effective intervention can be targeted at.
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Such a needs assessment can be based on previous empirical and quantitative studies in
similar contexts, own data analyses of the local or national labor force or household sur-
veys, and qualitative research through interviews and focus group discussions with tar-
get groups and companies.

In addition, in the planning of an intervention, it is important to critically review what
beneficiaries’ outside options are if they do not participate in the E4D intervention. An
important aspect of this is to reflect on whether the activity would be implemented with-
out E4D support or whether the program supports existing structures. If the E4D program
supports existing structures, then assessing how it improves the existing structures to
enhance participants’ employment probabilities is required.

Project partners must have sufficient resources for program implementation and mon-
itoring:

Most E4D interventions are structured as public-private partnerships and, therefore, E4D
programs rely on the respective private or public partner to effectively implement the
intervention. In contrast, only a few programs are implemented through service provid-
ers, such as the S4C program. The concept of public-private partnerships is promising
with respect to the potential sustainability of the program when E4D ends its activities
and exits the program. However, the implementation of interventions through private
or public partners also involves risks. As opposed to a service provider, the daily business
of partners does not rely on funding. Therefore, it is more difficult to hold the project
partner accountable if project activities are not implemented as expected or to the de-
sired standard of quality. The consequence of this is not, of course, to stop working with
private and public project partners, but to ensure that the project partners have suffi-
cient resources for the effective implementation of project activities as well as for the
monitoring of these activities. In particular, if these activities cause additional workload
as, for example, the monitoring and reporting standards in accordance with the E4D M&E
logframes or result matrices require.

Incorporate quality assurance as project outputs:

Project activities and outputs are monitored throughout each E4D project based on the
previously determined partner contracts and project-specific result matrices. In addition,
project activities and outputs can be designed to enable quality assurance. For example,
when an intervention includes training of trainers, the program could design and conduct
refresher trainings for the trainers as a program output. Such refresher trainings could,
at the same time, improve the sustainability of the program and improve the quality of
trainings of end-users through improved training qualities of trainers.

Private sector involvement in the design of the program:

The private sector could be involved more intensively in the planning and implementa-
tion of an intervention to improve its context suitability and quality (J-PAL, 2017; Kluve
etal., 2017; Datta et al., 2018). As discussed in the first recommendation, companies can
be involved in the assessments of the market’s labor demand. The results of the qualita-
tive evaluation of the KAM program highlighted that the involvement of companies in
the planning of an intervention is key for companies that are involved in the intervention
implementation to take ownership of the intervention. Further, companies can directly
form part of an intervention, for example, through networking forums or job bazaars,
through on-the-job training, and by absorbing trainees as apprentices and employees.



10 Lessons Learned for Future Impact Evaluations

Rigorous evaluations of development projects are demanding. They require a close collabora-
tion between researchers, the E4D team at GIZ’s headquarter, the local E4D team in the respec-
tive GIZ country office, and the local partners or service providers. Despite the overarching aim
of learning about effective programs for employment promotion and poverty reduction, impact
evaluations often serve or are geared towards different interests, such as reporting, impact com-
munication, or academic rigor. Accommodating all interests is challenging and may collide with
implementation realities. For example, the researchers’ primary interest may be academic rigor,
which often requires very strict and rule-based intervention enrollment and implementation
structures that, ideally, should not be deviated from. However, in practice these rules are some-
times difficult to follow or cause additional workload, which is difficult to integrate with daily
project management activities and already restrictive time capacities.

Example 1: Targeting and enrollment of study participants into an intervention.

In rigorous impact evaluations, the group of beneficiaries is compared to a group of indi-
viduals who are similar to the group of beneficiaries but who do not participate in the
intervention. In the researchers’ ideal world, the allocation of individuals who participate
in the intervention and who do not participate would be based on a random selection
mechanism, e.g., either by rolling a dice or using a random computer algorithm, and the
assignment to participate in the program or not may not deviate from the result of the
random selection mechanism.® In contrast, local GIZ program management often do not
have fully clear-cut decision rules for intervention enrollment, but are concerned with
enrolling the most disadvantaged individuals into the intervention, and have non-ran-
dom replacement procedures if participants decide not to participate or drop out. In ad-
dition, random enrollment is sometimes not perceived as fair by project staff.

Although these two perspectives seem contradicting, they can be reconciled. Random
allocation is per se not unfair and can be targeted at the most disadvantaged individu-
als.ss For example, the S4C program preceded an outreach and from a pool of interested
candidates individuals were systematically selected based on certain eligibility criteria.
In order to enable randomization, the outreach could be increased in order to increase
the pool of eligible candidates and within this pool of eligible candidates a random lottery
can decide who of these equally eligible people is enrolled into the program. Such ran-
domization may also work in strata, i.e., the group is divided into certain groups that
should be represented among beneficiaries, such as gender, location of residence, age
etc., and within these strata random selections can be made. In most cases randomiza-
tion can address and concerns of project management. However, it typically requires
joint efforts of and additional work for the people involved in the planning and imple-
mentation of the intervention and its impact evaluation.

64 Individuals who were randomly assigned to the beneficiary group may decide not to participate in the
intervention. This is not a problem as rigorous impact evaluation methods have ways to deal with non-
compliance with the treatment assignment as long as the person is not arbitrarily replaced by a control
group individual.

6 Randomization is not always an appropriate evaluation method and can be fair in some settings but
not in others. For example, providing a random half of a final year VTI class with wage subsidy vouchers
may not be fair as hierarchies arise within classes and schools, whereas randomization may be less of
a concern if schools were randomized into the wage subsidy voucher treatment.
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Example 2: Study duration and timing of data collection.

GIZ program phases are typically structured in three-year cycles and study results are
often desired to be completed early in order to directly inform program activities. How-
ever, the lifecycle of an impact evaluation often takes several years. The impact evalua-
tion design phase ideally starts in the program design phase and follow-up data collec-
tions take place only after the intervention had been implemented. Depending on the
intervention and the outcome of interest, this could be immediately after an intervention
- for example, when the outcomes are soft skills that were transferred in a soft skill train-
ing — or a year — for example, when the outcomes are employment status or incomes
after a soft skills training. Thus, in some cases it will be difficult to deliver study results in
the same program phase that the intervention was implemented. However, if research-
ers are onboarded early on, the evaluation could focus on the first few months of inter-
vention implementation and not include the last one or two intervention years. Further,
multiple follow-up data collections could be conducted, one in which short term out-
comes, e.g., soft skills or immediate labor market outcomes, are measured and one in
which long term outcomes, e.g., persistent soft skills and medium-term labor market
outcomes, are measured. This way, immediate outcomes can already partially inform
program activities or the program design for the phase and longer-term outcomes con-
tribute to the systematic learning of GIZ’s program impacts and, of course, can also in-
form program activities of subsequent phases.

These examples illustrate the importance of bringing together the perspectives of practitioners’
and researchers’ early on to facilitate a productive collaboration for all. Empathy for the respec-
tive other perspective and a strong collective effort have made the collaboration for the quan-
titative evaluations of sections 2 to 6 a successful example which generated tailor made solu-
tions for the project and evaluation needs at hand, demonstrating that quantitative evalua-
tions of policy relevant projects can be brought into practice.

The experiences during the evaluation design, planning and implementation in the field led to
a number of lessons learned for future impact assessments. Many of these lessons learned are
no news but have been stated in previous RWI evaluation reports and elsewhere (Bachmann et
al., 2019). The repeated efforts to bring rigorous evaluation into practice are commendable.
They highlight that the way to mainstream evaluation in German development work is a long
and complex one. But they also highlight that the process of mainstreaming evaluation is un-
derway and is improving through continual learning of researchers, practitioners, and institu-
tional parameters.

The lessons learned are grouped in the following four themes:

1- lintegration of project management and impact evaluation

It is key for the planning and implementation of an intervention to go hand-in-hand with
the impact evaluation from the start. The beginning of an impact evaluation is already in
the conception phase of an intervention, i.e., when the intervention type might be
known but its implementation has not been planned. The early inclusion of researchers
is essential to design a tailor-made evaluation method that can address the research
questions previously identified in a rigorous manner in order to generate the largest pos-
sible learning outcomes. It also allows to plan the intervention implementation in ac-
cordance with specific methodological requirements of the rigorous impact evaluation,
such as sample size, targeting of beneficiaries, set-up of treatment and control groups,
timing of data collections and alike.
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To integrate project management and impact evaluation well, the practitioners’ and re-
searchers’ perspectives should be explained and motivated to the respective other party
and jointly discussed. For researchers that entails to onboard local practitioners about
why rigorous impact evaluations are important, what the potential methods are and
what the project implementation and data collection demands as well as advantages and
disadvantages of the potential methods are. On the practitioners side it entails to explain
the intervention’s objectives and target group, the theory of change of the intervention
detailing the assumptions, inputs and processes, and providing details about what pos-
sible outreach and implementation structures and procedures could be. This allows each
side to understand the needs of the others as well as to react to and accommodate the
other ones needs to the extent possible in order to enable a productive collaboration.

The most important level of communication is between the local project manager and
the researcher. While other practitioners, e.g., in GIZ’'s head quarter or local M&E offic-
ers, play important roles, the project manager is best informed about the project as he
or she is involved in the project planning and implementation on a daily basis and is in
contact with project partners. Intensive and continual exchange throughout the planning
and implementation phases between project managers and researchers is highly im-
portant so that the researcher stays thoroughly informed and can react to any changes
that occur in the implementation of the program. In order for the project manager to
acknowledge and realize how small aspects of or changes in the project implementation
can have important implications for the impact evaluation, the previous onboarding is
key. Other important actors are local M&E officers who can facilitate the formation of a
knowledge base of existing and potential data sources, e.g., data collected as part of the
project monitoring or national survey data, and with whom the researcher can closely
coordinate data collections that serve the purpose of the regular M&E and the evalua-
tion.

The integration of impact evaluation with project implementation creates workload for
E4D staff that is on top of their daily activities and available or additional resources are
typically scarce. Thus, when impact evaluations are initiated it is important to discuss
how the responsible E4D staff can manage the additional tasks and how other workload
can be reduced. In the reduction of the workload the researchers themselves can build
an essential part by supporting or assuming responsibilities for some of the M&E activi-
ties, such as integrating M&E data collection with data collection of the impact evalua-
tions and conducting data analyses along the E4D reporting guidelines to be used in
E4D’s regular reports.

Specification of research questions

Rigorous impact evaluation can tackle a plethora of research questions. It can evaluate
the overall effectiveness of a program as a “black box” or it can speak to the effectiveness
of a specific intervention design aspect. If specific aspects of an intervention should be
evaluated, then the impact evaluation needs to be set up in a very different way than
when the overall impact were to be evaluated. The important point is that the effect of
the specific program aspect or component needs to be isolated from other program com-
ponents. This is ideally done by randomly allocating beneficiaries in different beneficiary
groups, one for each aspect of an intervention practitioners are interested in, while hold-
ing all other project aspects constant.
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For example, one could test how the delivery mode of an intervention influences its ef-
fectiveness. Consider a work readiness training which is delivered through a training of
trainers at schools (similar to the RtW program) for some beneficiaries and through a
professional service provider (similar to the KAM program) for other beneficiaries. In this
case, all eligible individuals would be randomly allocated to one of three groups, one
training of trainers-treatment group, one service provider-treatment group and one no
intervention-control group. This set-up would allow to evaluate the overall effectiveness
of each delivery mode in comparison to the no intervention-control group and would
also allow to compare the two delivery modes.

The example highlights that the exact research interests need to be discussed ideally
before an intervention is planned and implemented. It further highlights that rigorous
impact evaluations are limited to speak to the driving factors of an intervention’s effec-
tiveness or ineffectiveness if these factors had not been specifically addressed through
the research design previously. To gain deeper insights into the how’s and why’s of an
effect or null-effect, qualitative research methods may be useful and can be used com-
plementary to quantitative methods.

The early and clear commitment to research interests and specific research questions is
further important to understand ex-ante what can be learned from rigorous impact eval-
uations. One single impact evaluation may allow to evaluate whether a certain interven-
tion or intervention aspect was effective or not, but it is no guarantee that the interven-
tion will be effective again at different times or in different settings. The results of one
study never provide the answers to the questions raised. Instead, one study can only add
to the policy relevant scientific literature and dialogue, which is continually evolving as
more rigorous studies are being conducted and which as a whole can provide answers to
certain questions.

Timing of intervention implementation and data collection

The quality and rigor of an impact evaluation is highly sensitive to the intervention im-
plementation. In order to understand the extent to which treatment and control groups
are comparable and where potential treatment effects are stemming from it is important
to hold as many aspects of the intervention implementation constant. An intervention
type where this is particularly difficult are demand-driven program components such as
internship placements where the timing and the match in general depend on companies
and beneficiaries. An alternative example is the implementation of trainings at schools
through teachers who have previously received a trainers’ training and can deliver a
training at any time to as many participants as desired. In such cases it is very difficult to
judge what the opportunity costs and outside options of beneficiaries are in order to
model an adequate counterfactual scenario. If the evaluation method consisted of a ran-
domized controlled trial which measures an intention to treat-effect, these concerns can
be reduced. In an ideal scenario, the intervention delivery would take place simultane-
ously for all participants, but there are many customized implementation designs possi-
ble that come close to this ideal, in some cases this could be implementation in a cohort
structure. In order to integrate rigorous impact evaluation with program implementa-
tion, it is essential to onboard researchers right from the start of the planning phase of a
program. The integration of rigorous impact evaluation with intervention implementa-
tion is of course challenging in reality as it requires, among many other things, coordina-
tion with project partners and training institutes about training dates and sites in differ-
ent regions and for different cohorts. However, researchers typically have experience



with the integration of intervention implementation and rigorous impact evaluation of
large scale programs and can, therefore, be a valuable resource to enable and funda-
mentally support this process and provide required customized solutions.

Another important aspect poses the timing of data collections. As indicated in example
2 of this section, sufficient time is required between the intervention completion and the
follow-up data collection for treatment effects to unfold. It is important that the relevant
reference time is not the beginning of intervention implementation but the completion
of the final intervention component. For example, if a beneficiary completes a technical
training as part of an E4D program and subsequently waits three months for an intern-
ship placement of six months, the intervention is only fully completed 9 months after the
training was completed. If data were to be collected 9 to 12 months after the training or
shortly after the internship completion, then potential positive treatment effects may
not be visible as the participant had no time to search for a job. Treatment effects may
even be negative as no intervention-control group members had 9 months to search for
a job. As impact evaluation timelines may extend the period of a project phase, it is im-
portant to allow the impact evaluation to continue beyond the project phase in order to
adequately measure intervention impacts.

Beyond the overall long timeframe required, the timing of follow-up data collection is
difficult to determine in demand-driven interventions such the internship placements. If
all participants are surveyed around the same time, and participants had different place-
ment waiting times and also different lengths of placements, then the time participants
had to search for a job varies considerably across beneficiaries, making it difficult to draw
conclusion about whether reduced job search times were a disadvantage for beneficiar-
ies. If the time of follow-up data collection would be held constant at 9 months after the
placement completion, then beneficiaries would be surveyed at different times which
can be problematic if outcomes such as employment status and incomes, are prone to
seasonality. Further, it is unclear what would be a consistent and appropriate time to
survey control-group members. The simultaneous intervention delivery to beneficiaries
or a cohort delivery structure would alleviate these concerns.

Some research designs also require the measurement of participants’ characteristics
prior to the implementation of the intervention. In addition, sample sizes can be reduced
if data that explain variation in the outcomes measured in follow-up surveys was col-
lected prior to the intervention implementation. In order to have sufficient time to col-
lect pre-intervention data, researchers have to be involved in the project already during
the intervention planning phase.

Sample size

Reliable results hinge on large sample sizes, which allow to attach a degree of certainty
to the estimated intervention impacts. The relevant sample size is the one that is in-
cluded in the final estimation sample and is, thus, net of intervention attrition and survey
non-response. Further, the required sample size depends on how large the effect sizes
will potentially be and which and how many outcome indicators are to be considered. If
in addition to the overall program impact the impact of specific population groups or
program components should be evaluated, then the estimation sample size in the rele-
vant group of beneficiaries is the relevant sample size.

Although, the required estimation sample size depends on the respective setting and
factors mentioned, it is rare that sample sizes of less than a few hundred people is
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sufficient, typically rather several thousand participants are required. Such sample sizes
may preclude the evaluation of smaller projects. For example, in the E4D portfolio many
of the interventions targeted at business or firms included less than 50 or even 30 com-
panies. In most cases, these numbers would not allow a rigorous quantitative evaluation
and other methods, such as qualitative analyses, would be needed. Alternatively, if at
program conception it is known that a quantitative evaluation of a specific firm level in-
tervention is of interest, the program could be set up at larger scale with a sample size
that suffices for quantitative evaluation purposes.

These lessons learned are not a comprehensive list of considerations that need to be made when
planning and preparing a rigorous impact evaluation but are aspects that seemed particularly
relevant in the context of the quantitative evaluations of sections 2 to 6. Many aspects that went
well in these evaluations were not mentioned here but could be relevant “risk factors” in other
set-ups. All of the above points essentially boil down to the fact that the early onboarding of
researchers and the integration of the impact evaluation with the planning and implementation
of interventions is vital.
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A Appendix

Al Appendix of the quantitative KAM evaluation

Al.l Additional descriptive statistics

Table A1.1.1

Assumed thresholds of weekly working hours to define the working days

# of working days

# of working hours

1
2
3
4
5
6

7

1-10
11-20
21-29
30-36
37-47
48 -55
>56

Notes: At 30 hours per week the number of jobs indicated as fulltime increases sharply which is
more plausible if they work 4 days per week. - Source: Own calculations based on KAM survey.
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Figure A1.1.1
Number of study participants in baseline, by TVET
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Notes: The graphic displays the number of baseline study participants separated by TVET from
which the respondents graduated from. - Source: Own calculations based on KAM survey.



Figure A1.1.2

Number of observations by wave and study group, all TVETs but no CBET

RQ1 treatment definition

Baseline

E1 (3-9 months)

E2 (10-15 months)

2
E3 (16-24 months)

Not usable

81

467
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RQ2 treatment definition
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330
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286
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298
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600

Training
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Notes: The graphics show the number of observations by treatment and control group for the
baseline survey and each modified follow-up wave when excluding CBET control group partici-
pants. The left graphic displays the number of observations by treatment and control group ac-
cording to the RQ#1 definition. The right graphic displays the number of observations by treat-
ment and control group according to the RQ#2 definition. “Not usable” refers to interviews con-
ducted less than 3 months after the baseline or individuals who were interviewed twice within
the same caliper. - Source: Own calculations based on KAM survey.

Figure A1.1.3
Number of observations by wave and study group, only mixed TVETs and no CBET

RQ1 treatment definition RQ2 treatment definition

Baseline 129 278 Baseline 1:253
197 59
E1 (3-9 months) 59 E1 (3-9 months) 59
1 4
E2 (10-15 months) — % E2 (10-15 months) 8 -
2 59
E3 (16-24 months) 68 E3 (16-24 months) 68
46 55
Not usable 69 Not usable 69
0 200 400 600 0 200 400 600
‘ Control Training+placement ‘ ‘ Training Training+placement ‘

Notes: The graphics show the number of observations by treatment and control group for the
baseline survey and each modified follow-up wave when reducing the sample to mixed TVETs
and excluding CBET control group participants. The left graphic displays the number of observa-
tions by treatment and control group according to the RQ#1 definition. The right graphic dis-
plays the number of observations by treatment and control group according to the RQ#2 defini-
tion. “Not usable” refers to interviews conducted less than 3 months after the baseline or indi-
viduals who were interviewed twice within the same caliper. - Source: Own calculations based
on KAM survey.
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Table A1.1.2
Sociodemographic characteristics of study participants, mixed TVETs

No treat- Training Training Std. Diff. Std. Diff.

ment only and place-
ment
(1) (2) 3) (4) (5)
% or % or % or
Mean Mean Mean (1)-(3) (2)-(3)
Respondent characteristics
Gender 17.0 13.2 18.6 -0.016 -0.054
Age at interview 23.9 26.2 25.8 -1.950*** 0.39
Family situation
Single/never married 89.8 77.7 79.8 0.099*** -0.022
Has children, yes/no 14.9 23.1 24.0 -0.092** -0.01
Children, number 0.2 0.3 0.4 -0.163*** -0.01
Children aged 6-14 are all
enrolled in school 99.0 99.2 97.7 0.013 0.016
Children aged 6-18 are all
enrolled in school 97.8 98.5 95.3 0.024 0.031
Other dependants (excl.
Children), yes/no 6.9 9.2 7.8 -0.008 0.015
Other dependants, number 0.2 0.1 0.2 -0.05 -0.063
Dependency on household head,
yes/no 73.2 47.7 55.8 0.174%** -0.081
Education of female household
head
None or pre school 6.9 5.4 3.9 0.03 0.015
Primary standards 1 to 6 5.0 3.1 8.5 -0.035 -0.055*
Primary standard 7 7.3 5.4 8.5 -0.013 -0.031
Primary standard 8 or secondary
forms 1to 3 21.6 13.8 10.1 0.115%** 0.038
Secondary form 4 or higher 35.6 39.2 41.1 -0.054 -0.019
No female household head or
refusal 23.5 33.1 27.9 -0.044 0.052
Living situation
Live alone 30.3 35.4 41.1 -0.108** -0.057
Live with family 59.5 58.5 51.9 0.076 0.065
Live with room mates 9.9 6.2 7.0 0.029 -0.008
Live with non-relatives 0.3 0.0 0.0 0.003 N/A
Number of observations 578 129 129
Test of joint orthogonality
F-test statistics 3.146%** 1.392
p-value 0.000*** 0.141

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include only participants from mixed TVETs. The value displayed for t-tests are the
differences in the means across the groups (***, **, and * indicate significance at the 1, 5, and
10 percent critical level). - Source: Own calculations based on KAM survey.
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Table A1.1.3
Pre-intervention employment characteristics of study participants, mixed TVETs

No treat-  Training only Training and Std. Diff. Std. Diff.
ment placement
(1) (2) (3) (4) (5)
% or Mean % or Mean % or Mean (2)-(3) (2)-(3)
Employment
Employment 0.68 0.85 0.79 -0.109** 0.06
Decent employment 0.12 0.20 0.11 0.01 0.091%**
Self-employment 0.18 0.35 0.16 0.02 0.191***
Formal employment 0.07 0.22 0.21 -0.142***  0.01
Fulltime employment 0.52 0.75 0.75 -0.228***  0.00
Total hours worked per
week 32.87 42.28 45.26 -12.393***  -2.99
Income
Total monthly income 10,167.86 12,156.65 9,253.01 914.85 2,903.64
Average hourly earnings 67.85 103.71 152.04 -84.194**  -48.33
N 578 130 129
Test of joint orthogonality
F-test statistics 7.264%**  3.226%***
p-value 0.000***  0.002***

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include only participants from mixed TVETs. The indicated number of observations
refers to the first row of the table. The value displayed for t-tests are the differences in the
means across the groups (***, ** and * indicate significance at the 1, 5, and 10 percent critical
level). - Source: Own calculations based on KAM survey.

Table A1.1.4
Pre-intervention employment characteristics of employed study participants, mixed TVETs
No treat- Training only Training and Std. Diff. Std. Diff.
ment placement
(1) (2) (3) (4) (5)
Mean Mean Mean (1)-(3) (2)-(3)
Employment
No. of jobs 1.239 1.300 1.333 -0.095* -0.033
Total hours worked per
week 48.221 49.964 57.245 -9.024*** -7.281*
Income
Total monthly income 14,916.296  14,366.945 11,702.333 3,213.963 2,664.612
Average hourly earnings 99.773 122.569 192.285 -92.512 -69.716
N 394 110 102
Test of joint orthogonality
F-test statistics 3.545%** 2.321*
p-value 0.007*** 0.058*

Notes: Information displayed as indicated by study participants during the baseline survey. Ob-
servations include only participants from mixed TVETs who had a job at the time of the baseline.
The indicated number of observations refers to the first row of the table. The value displayed for
t-tests are the differences in the means across the groups (***, ** and * indicate significance at
the 1, 5, and 10 percent critical level). - Source: Own calculations based on KAM survey.
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Figure A1.1.4
Placement status by TVET

JUJAFARM

KARATU POLYTECHNICAL
Kenya Water Institute

Kiganjo

Kilimambogo HBT

Kinoo Polytechnic

Kolping VTC

MUST

Michuki TTI

Murang'a University of Technology
NYAKIO PLANT OPERATORS
SIWOT VTC

ST JOHN BOSCO

SoS Buru Buru

TUM

KITI

Railways TI

Mabati Technical

National Industrial Training Authority NITA
Kenya Coast National Polytechnic
Nairobi TTI

RAMOGI INSTITUTE

AIC College

Bukura Agricultural College
Ndumberi VTC

Kisumu National Polytechnic
Kabete National Polytechnic
Rift Valley TTI

NYS Engineering Institute
KAMIRITHU VTC

MTU

Nyaga Youth Polytechnic
Technology Development Centre
Uthiru Youth Polytechnic
Eldoret National Polytechnic
Kuza Project

Technical University of Kenya
KTTC

NNP

Egerton University

Kairi Youth Polytechnic
Kinyanjui TTC

Nyeri National Polytechnic
Thogoto Polytechnic

St Kizito VTI

KIHBT

Comboni Polytechnic

Thika TTI

Kiambu Institute of Science and Technology
Kitale TTI

NIBS

Kenya YMCA

Kisii National Polytechnic
Emining TTI

Chuka University

JKUAT

K.U

KIPS

KVTTI

Maasai Technical Trainig Institute
Mt Kenya University

Nakuru Technical Institute
Ndenderu Youth Polytechnic
Nyandarua Institute

Sigalagala National Polytechnic
Thika Institute of Business
Thika School of Med

100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
100.0
25.0 75.0
100.0
100.0
100.0
100.0

9 90.9

)68 85.7
33 86.7
14:314.3 71.4
14°314 743
15.8 84.2
16.79.8 735
16.8.3 75.0
25.0 75.0
25.0 75.0
25.0 75.0
29602 67.7
29.813.1 571
3279 59.4
3282 62.1
33.3 33.3 33.3
33.3 66.7
3331222 444
33.3 66.7
33.3 333 333
37.5 62.5
40.0°20.0 40.0

40.0 60.0

455 54.5

48.7 53.3

50.0 50.0

50.0 50.0

50.0 50.0

50.0 50.0

50.0 50.0
54.113.5 32.4

55.20.3 34.5

56.312.5 31.3

575137 288

5738 38.5

60.0 40.0

66.7 33.3

7142131

75.0 2080

80.0°20.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

100.0

0% 20% 40% 60% 80% 100

Not placed
Placed, individually sought
Placed, KAM sought

%

Source: Own calculations based on KAM survey.

310



Al.2 Results from alternative sample compositions

Figure A1.2.1
Estimated effects on employment indicators, no CBET participants
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Notes: Regressions are based on observations from study participants of all TVETs and apply
course fixed effects. Control group participants who indicated to have been enrolled in a CBET
program were excluded. Regressions refer only to E1 and E2 because when excluding CBET par-
ticipants only two control group observations from participants who did not receive any KAM
benefits remain for the period 16 to 24 months after the baseline (E3). - Source: Own calculations
based on KAM survey.

Figure A1.2.2
Estimated effects on employment indicators, no CBET participants and mixed TVETs only
E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
T T T
Employment status | | |
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Notes: Regressions are based on observations from study participants of mixed TVETs only and
apply course fixed effects. Control group participants who indicated to have been enrolled in a
CBET program were excluded. Regressions refer only to E1 and E2 because when excluding CBET
participants only two control group observations from participants who did not receive any KAM
benefits remain for the period 16 to 24 months after the baseline (E3). - Source: Own calculations
based on KAM survey.
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Figure A1.2.3
Estimated effects on income and wages, no CBET participants

E1 (3-9 months) E2 (10-15 months)
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Notes: Regressions are based on observations from study participants of all TVETs and apply
course fixed effects. Control group participants who indicated to have been enrolled in a CBET
program were excluded. Regressions refer only to E1 and E2 because when excluding CBET par-
ticipants only two control group observations from participants who did not receive any KAM
benefits remain for the period 16 to 24 months after the baseline (E3). - Source: Own calculations
based on KAM survey.

Figure A1.2.4
Estimated effects on income and wages, no CBET participants and mixed TVETs only
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Notes: Regressions are based on observations from study participants of mixed TVETs only and
apply course fixed effects. Control group participants who indicated to have been enrolled in a
CBET program were excluded. For RQ#1, regressions refer only to E1 and E2 because when ex-
cluding CBET participants only two control group observations from participants who did not
receive any KAM benefits remain for the period 16 to 24 months after the baseline

(E3). - Source: Own calculations based on KAM survey.
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Figure A1.2.5
Estimated effects on working hours among employed

E1 (3-9 months) E2 (10-15 months)
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Notes: For the upper graphs, regressions are based on observations from study participants of
all TVETs and apply course fixed effects. Control group participants who indicated to have been
enrolled in a CBET program were excluded. The results of the lower graphs refer to regressions
based on observations from study participants of mixed TVETs only and again excluding control
group participants who indicated to have been enrolled in a CBET program were excluded. For
RQ#1, regressions refer only to E1 and E2 because when excluding CBET participants only two
control group observations from participants who did not receive any KAM benefits remain for
the period 16 to 24 months after the baseline (E3). The lower graphs are Regressions. - Source:
Own calculations based on KAM survey.

Figure A1.2.6
Estimated effects on job search, no CBET participants

E1 (3-9 months) E2 (10-15 months)
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Notes: Regressions are based on observations from study participants of all TVETs and apply
course fixed effects. Control group participants who indicated to have been enrolled in a CBET
program were excluded. Regressions refer only to E1 and E2 because when excluding CBET par-
ticipants only two control group observations from participants who did not receive any KAM
benefits remain for the period 16 to 24 months after the baseline (E3). - Source: Own calculations
based on KAM survey.
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Figure A1.2.7
Estimated effects on job search, no CBET participants and mixed TVETs only

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
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Notes: Regressions are based on observations from study participants of mixed TVETs only and
apply course fixed effects. Control group participants who indicated to have been enrolled in a
CBET program were excluded. For RQ#1, regressions refer only to E1 and E2 because when ex-
cluding CBET participants only two control group observations from participants who did not re-
ceive any KAM benefits remain for the period 16 to 24 months after the baseline (E3).
Source: Own calculations based on KAM survey.

314



Al.3 Subsample estimations on income, wages, working hours, and job search

Figure A1.3.1
Estimated treatment effects on income, by gender

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
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Source: Own calculations based on KAM survey.

Figure A1.3.2
Estimated treatment effects on income, by age group
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Source: Own calculations based on KAM survey.
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Figure A1.3.3

Estimated treatment effects on income, by experience

E1 (3-9 months)

Ln(Monthly total income)
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -
Training and placement vs. control, no experience -|

Training and placement vs. Training only, no experience |

Ln(Monthly total income among employed)
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -
Training and placement vs. control, no experience -|

Training and placement vs. Training only, no experience |

Ln(Hourly wage among employed)
Training and placement vs. control, experience -
Training and placement vs. Training only, experience -

Training and placement vs. control, no experience -|

Training and placement vs. Training only, no experience -

E2 (10-15 months)
T

E3 (16-24 months)
T

|
|
—o—

T
-1

T
|
|
|
I
|
|
|
|
|
|
|
f
|
I
|
|
}
|
|
|
|
|
I
|
I
|
1

0

|
|
|
|
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
[
|
|
|
|
|
1
0

Source: Own calculations based on KAM survey.

Figure A1.3.4

Estimated treatment effects on working hours among employed, by gender
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Source: Own calculations based on KAM survey.
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Figure A1.3.5
Estimated treatment effects on working hours among employed, by age group

E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)

T T T

| | |

Hours worked (weekly) } } }

| | |

| | |

| | |

| | |

Training and placement vs. control, below 25 | } ! —_—

| | |

| | |

| | |

| | |

Training and placement vs. Training only, below 25 } } I—r—i‘

| | |

| | |

| | |

| | |

Training and placement vs. control, 25 and older | | | |
| | |

| | |

| | |

| | |

Training and placement vs. Training only, 25 and older - } } }

| | |

| | |

T T T T T T T T T
-10 0 10 -10 0 10 10 0 10

Source: Own calculations based on KAM survey.

Figure A1.3.6
Estimated treatment effects on working hours among employed, by experience
E1 (3-9 months) E2 (10-15 months) E3 (16-24 months)
T T T
I I I
Hours worked (weekly) } } }
I I I
| | |
I I I
I I I
Training and placement vs. control, experience - I ; H—
I I I
I I I
I I I
I I I
Training and placement vs. Training only, experience - } } I—r—i‘
I I I
| | |
I I I
I I I
Training and placement vs. control, no experience - | | |
I I I
I I I
I I I
I I I
Training and placement vs. Training only, no experience } } }
I I I
| | |
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Source: Own calculations based on KAM survey.
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Figure A1.3.7
Estimated treatment effects on job search, by gender

E1 (3-9 months) E2 (10-15 months)

Any interview, yes/no T T
Training and placement vs. control, male - |
Training and placement vs. Training only, male - }
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Training and placement vs. Training only, female

Formal job interview, yes/no
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Figure A1.3.8
Estimated treatment effects on job search, by age group

E1 (3-9 months) E2 (10-15 months)
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E3 (16-24 months)
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Any interview, yes/no
Training and placement vs. control, below 25 -
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Training and placement vs. Training only, below 25
Training and placement vs. control, 25 and older -
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Figure A1.3.9

Estimated treatment effects on job search, by experience

Any interview, yes/no
Training and placement vs. control, experience -
Training and placement vs. Training only, experience
Training and placement vs. control, no experience
Training and placement vs. Training only, no experience

Job interview, yes/no
Training and placement vs. control, experience -
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Training and placement vs. control, experience -
Training and placement vs. Training only, experience
Training and placement vs. control, no experience -
Training and placement vs. Training only, no experience

Fulltime job interview, yes/no
Training and placement vs. control, experience -
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Training and placement vs. control, no experience -
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A2

A2.1

Overview of interviews

Table A2.1.1
Referencing and overview of interviews

Appendix of the qualitative KAM evaluation

Ref. Interview type Interview partners’ position Location Interview date
[1] Background Interview 1 GIZ project staff Nairobi February 12, 2020
[2] Background Interview 2 KAM TVET program coordina-  Nairobi February 13, 2020
tor
[3] Background Interview 3 KAM TVET program staff Nairobi February 14, 2020
[4] Background Interview 4 GIZ project staff Nairobi March 6, 2020
[5] Company 1, Interview 1 HR manager & managing di- Thika February 17, 2020
rector
[6] Company 2, Interview 1 Training manger Thika February 18, 2020
[7] Company 2, Interview 2 Head of HR Thika February 18, 2020
[8] Company 3, Interview 1 HR manager Limuru February 20, 2020
[9] Company 4, Interview 1 Factory manager Ruiru February 21, 2020
[10] Company 5, Interview 1 HR Manager Thika February 21, 2020
[11] Company 5, Interview 2 Supervisor of interns Thika February 21, 2020
[12] Company 6, Interview 1 HR manager Thika February 25, 2020
[13] Company 7, Interview 1 Former and current HR man- Thika February 25, 2020
ager
[14] Company 8, Interview 1 Managing director & HR man-  Thika February 26, 2020
ager
[15] Company 8, Interview 2 Supervisor of interns 1 & Su- Thika February 26, 2020
pervisor of interns 2
[16] Company 9, Interview 1 Head of HR & HR manager Kikuyu February 27, 2020
[17] Company 10, Interview 1 Managing director & HR man-  Thika March 6, 20202
ager
[18] Company 11, Interview 1 Head of HR & HR manager Ruiru March 12, 2020
[19] Company 12/CCC 1, Inter- CEO; CCC representative Ruiru February 26, 2020
view 1
[20] Company 13/CCC 2, Inter- CEO; CCC representative Thika February 26, 2020
view 1
Observation of CCC meeting Thika February 27, 2020
Source: RWI.
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A2.2 Blueprints of consent forms for interviews with companies

CONSENT FORM FOR COMPANIES PARTICIPATING IN FUNDING SWITCH

Assessment of the GIZ/KAM Central Chapter TVET internship program 7\ r W I
|

implemented by the Kenyan Association of Manufacturers (KAM) . ]
Leibniz Institute for

BACKGROUND AND USE OF INFORMATION: Economic Research

The Kenyan Association of Manufacturers (KAM) is implementing internship placement services, sup-
ported by the German Development Cooperation (GIZ). In 2019, a switch in the internship funding scheme
has taken place where the GIZ stipend funding for the KAM interns was cancelled and the companies
themselves have taken over the payment of the stipends for the interns as part of a sustainability program.
RWI, Leibniz Institute for Economic Research from Germany is carrying out an assessment of that switch
as part of the GIZ monitoring.

You have been selected to be interviewed today because you are involved with the KAM internship pro-
gram at your company and we believe that your views and experiences are a very valuable. We would like
you to participate in an interview of about 1-2 hours with Stephanie lhring, an analyst from RWI — Leibniz
Institute for Economic Research. The interview will be recorded.

The purpose of the interview is to capture your personal views on the internship program and to under-
stand your perspectives on how the switch from the GIZ stipend scheme to the sustainability program has
affected the internship program at your company. Your participation in the interview is voluntary, which
means that your refusal will have no negative consequences for you.

The information provided by you in the interview will be anonymized in a manner which will not allow a
disclosure of your identity. Any results, reports or publications resulting from the analysis of the interview
will be anonymous. Your personal data in combination with your responses will not be shared with third
parties and will only be accessible by selected personnel of the RWI team, who will use the data confiden-
tially. If the interview data will be used further by ourselves or others, the same measures as described
above will be taken to protect confidentiality of the data and anonymity of the respondents. If you have
any further questions regarding the interview or the use of your information, please contact Stephanie
Ihring, RWI — Leibniz Institute for Economic Research via email at [EMAIL ADDRESS].

CONSENT
e |, the undersigned, have read and understood the background of this assessment and the use of in-
formation explained above. | have been given the opportunity to ask questions, which have been
answered satisfactorily.
e lunderstand that the participation in this interview is voluntary and that my refusal has no negative
consequences.
e |understand that | will be interviewed and that the interview will be audio recorded.
e |understand that my personal details such as my name will not be revealed to people outside the
RWI team.
e | understand that my words may be used, in an anonymized manner, in publications, reports, web
pages and other outputs but my name will not be used.
e | agree to assign the copyright | hold for any agreed upon material related to the internship pro-

gram to RWI.
SIGNATURES
Full name of participant Signature Date
Name of interviewer Signature Date
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CONSENT FORM FOR COMPANIES NOT PARTICIPATING IN FUNDING SWITCH

Assessment of the GIZ/KAM Central Chapter TVET internship program N r W I
N -

implemented by the Kenyan Association of Manufacturers (KAM) Leibniz Institute §
elniz Insttute 1or

BACKGROUND AND USE OF INFORMATION: Economic Research

The Kenyan Association of Manufacturers (KAM) is implementing internship placement services, sup-
ported by the German Development Cooperation (GIZ). In 2019, a switch in the internship funding scheme
has taken place where the GIZ stipend funding for the KAM interns was cancelled and the companies
themselves were asked to over the payment of the stipends for the interns as part of a sustainability pro-
gram. RWI, Leibniz Institute for Economic Research from Germany is carrying out an assessment of that
switch as part of the GIZ monitoring.

You have been selected to be interviewed today because you are involved with the KAM internship pro-
gram at your company and we believe that your views and experiences are a very valuable. We would like
you to participate in an interview of about 1-2 hours with Stephanie lhring, an analyst from RWI — Leibniz
Institute for Economic Research. The interview will be recorded.

The purpose of the interview is to capture your personal views on the internship program and to under-
stand your perspectives on the switch in funding from the GIZ stipend scheme to the sustainability pro-
gram. Your participation in the interview is voluntary, which means that your refusal will have no negative
consequences for you.

The information provided by you in the interview will be anonymized in a manner which will not allow a
disclosure of your identity. Any results, reports or publications resulting from the analysis of the interview
will be anonymous. Your personal data in combination with your responses will not be shared with third
parties and will only be accessible by selected personnel of the RWI team, who will use the data confiden-
tially. If the interview data will be used further by ourselves or others, the same measures as described
above will be taken to protect confidentiality of the data and anonymity of the respondents. If you have
any further questions regarding the interview or the use of your information, please contact Stephanie
Ihring, RWI — Leibniz Institute for Economic Research via email at [EMAIL ADDRESS].

CONSENT

e |, the undersigned, have read and understood the background of this assessment and the use of in-
formation explained above. | have been given the opportunity to ask questions, which have been
answered satisfactorily.

e | understand that the participation in this interview is voluntary and that my refusal has no negative
consequences.

e |understand that | will be interviewed and that the interview will be audio recorded.

e |lunderstand that my personal details such as my name will not be revealed to people outside the
RWI team.

e | understand that my words may be used, in an anonymized manner, in publications, reports, web
pages and other outputs but my name will not be used.

e | agree to assign the copyright | hold for any agreed upon material related to the internship pro-

gram to RWI.
SIGNATURES
Full name of participant Signature Date
Name of interviewer Signature Date
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A2.3 MAXQDA code system used for analysis of interviews

As mentioned in section 3.3 the raw data of the interview transcripts was analyzed with the
help of MAXQDA, a ‘Computer Assisted Qualitative Data Analysis Software’ (CAQDAS
(Kuckartz/Radiker 2019). MAXQDA helps to identify themes and categories in the data by coding.
‘Coding’ essentially means that data is broken down into named an labeled segments. This helps
to organize the data and to detect broader themes and patterns in it (cf. Bryman 2012). To code
the data, a primary code system was developed based on the research interests from the pro-
posal and theoretical factors on ownership and sustainability identified from the literature.

In an iterative process that consisted of several cycles of reformation of the existing codes and
recoding of text segments the final code system presented in Figure A2.3.1-A2.3.6 emerged. The
code system consists of 160 codes (cf. Figure A2.3.2-A2.3.6) summarized under 19 top level
codes (cf. Figure A2.3.1). In total 1.646 text segments were coded across all interview transcripts.

Figure A2.3.1

Overview of MAXQDA code system used for analysis

N () Code System 1646
@ Broader Cooperation with KAM beyond TVET program 4
(©@' KAM TVET program under GIZ stipend 86
@ Intern numbers 73
@ Existence of other attachés/interns outside of KAM TVET program 60
@ Compnies cooperation’s with other TVET institutions L 17
@:‘ Existance of internship/attachment program before KAM TVET 10
@ Participation under sustainability program (yes/no) 133
@ Willingness to take interns under sustainab. prog. in future L 3
@ Willingness to hire interns as regular employees in future 8
@ Payment of interns 137
@ Reasons to take interns under sustainability program L 63
@ Reasons not to take interns under sustainability program L 73
@_.‘ Possible future participation under sustainability program L VT
@ Companies’ organization, structure & design of internships 454
@ Satisfaction with KAM TVET program (pro & contra) |... 44
@ General satisfaction with the KAM interns L 149
@ General suggestions for KAM TVET program improvements L 76
@_—] Boarder topics raised by companies L 130
(© ¢! Function of interview partner in firm 21

Source: RWI.

323



RWI

Figure A2.3.2
Detailed MAXQDA code system used for analysis (1/5)

v gm code System
@ Broader Cooperation with KAM beyond TVET program
Vv (g KAMTVET program under GIZ stipend
@—.1 Introduction of KAM TVET program to CCC

v (0.| Introduction of KAM TVET program to companies

(°.| Reasons by industries to take-up the KAM TVET program

@ Reasons by KAM to offer TVET program
@.‘ General reasons for companies to offer internships
@ Companies perception of TVET program under GIZ stipend
v @';l Intern numbers
(© @' # of interns under GIZ stipend
@* of interns hired as regular employees under GIZ stipend
@—.‘ # of interns under the sustainability program
@# of interns hired as regular employees under sustainability
v @ Existence of other attachés/interns outside of KAM TVET program
(g_.| # of attachés/interns outside KAM
@‘ of other attachés/interns hired as regular employees
@ Existance of CBET interns in companies
@ Compnies cooperation’s with other TVET institutions
@ Existance of internship/attachment program before KAM TVET
v @ Participation under sustainability program (yes/no)
@ Companies perception of switch/sustainability program
v @ Process of funding switch
@ Explanation of funding switch by KAM to companies
@ Reasons for funding switch from CCC side
v @ Minimum requirement given by KAM?
@ Minimum payment requirement should be set

v (°.| Consequences of switch/sustainability program

(O.‘ Companies take less interns when they have to pay themselves

(O.l Temporary workers are substituted

(°.| Consequences for low paying companies - interns leave

(°.| Students have money expectations because of GIZ stipend

(O.l Willingness to take interns under sustainab. prog. in future

(O.l Willingness to hire interns as regular employees in future

r

1646

12

10

19

25

18

23

27

18

10

17

10

15

29

14

14

16

16

10

31

Source: RWI.



Employment and income effects of skills development interventions

Figure A2.3.3
Detailed MAXQDA code system used for analysis (2/5)
Gl Code System = R @ p # 8 = 3
v @-.1 Payment of interns ‘ ] 0
v @ Amount of stipend paid by companies 17
@:‘ Justification of (not) paying certain amount 29
(© ! Role of reimbursement by NITA 7
@ Stipends paid to other interns/attachés L 19
v @ Willingness to pay/increase stipends in the future L 23
@ Suggestions for appropriate amount L 8
@ Assessment of sufficiency of stipend to live 1"
@ Personal evaluation: payment of interns 8
@ Usage of stipend by interns 3
@ Payment level of regular employees 3
v @ GIZ stipend 7 3
@ Delayed payments of stipends ': v 6
v @_.1 Reasons to take interns under sustainability program L 0
v @;‘ Altruistic reasons 0
@ Stipend needed for survival of interns 14
@ TVET interns have already graduated 2
@ “Giving back’/ companies duty S
v @ Self-serving reasons 0
@ It motivates interns/better performance 7
@ Investing in interns is worth it in the long run ; 9
@ Interns add value to company 3
@ Giving a stipend is the companies policy 17
@_.1 Because of sustainability program/KAM expectation 4
@ Management supports the decision 2
@;‘ Experiences with interns (positive) | 0
v @ Reasons not to take interns under sustainability program L 0
v @ Company related reasons 0
@ Paying stipends is not the company’s policy 5
@ Decision to pay interns is up to management 7
@ Not calculated in budget/switch too short-term 5
@ Bad economic year/unpredictable economy 2

Source: RWI.
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Figure A2.3.4
Detailed MAXQDA code system used for analysis (3/5)

‘Gl Code System & [v @@ L

v @;‘ Reasons related to interns
@ Interns are not very productive/better to hire normal worker
@ Internship is for learning/skills-development
@ Companies already invest time & resources in training interns
@ Companies don’'t want to train people that leave
@ Unfair to other interns/attachés in company
v @ Cancellation of stipend (not wanting to pay themselves)
@;‘ Interns can also come through other channels
@ Don't want to invest without having the change of testing them
@ Experiences with interns (negative)
@ Internal company specific reasons
v @ Possible future participation under sustainability program
v @ Circumstances under which a future participation is imaginable
@ Management has to decide that it is possible
v @ Shared payment plan
@ Possibility to pre-plan budget
@ Shorter timeframe of giving stipends
@ NITA reimbursements
v @ Stipend has to come back
@_.1 Request/Wish to bring back stipends
@ KAM has to wave the stipend request
v @ More involvement of companies
@ more persistence on KAMs side to convince companies
@ More lobbying for TVET program/more stakeholder involvement
@ Engagement of companies before switch
R4 @ Better behave/skilled skilled interns
@ KAM has to deliver people with experience
@ Better behaved interns with appropriate expectations are needed
v @ Companies’ organization, structure & design of internships
v @ Structure/organization of internships
v @,_.1 Involvement of KAM during internship
@ Suggestions f. improvement in the design of the internship

(O.l Difference for industrial attachés

Source: RWI.



Employment and income effects of skills development interventions

Figure A2.3.5
Detailed MAXQDA code system used for analysis (4/5)

GCochystem D.@zoﬁbmz}

v @—.I Training/ supervision of interns
@;‘ Supervision level/responsibilities
v @ Training process (e.g. induction)
@ Training on specific skills (company specific)
@—.‘Training on soft-skills/ expectation management
@ Training goal
@ Tasks given to interns
v @ Differences in intern treatment
@ Difference treatment KAM interns before & after switch
v @ Difference in treatment interns vs. attachés
@ Difference in training
@ Difference in tasks given
@ Difference in supervision
v @ Monitoring & reporting system about interns
v @ Involvement of KAM in monitoring & reporting
v @ Suggestions for improvement
@ Standardization of monitoring requirements
@ More follow-up/monitoring from KAM
@ Difference for industrial attachés
v @ Hiring of (KAM) interns in company (process & factors)
v @_.1 Involvement of KAM in matching interns to companies
v @_.‘ Suggestions for improvement
@ KAMs timing of sending interns
@ Return of job bazars
@ Difference for industrial attachés
v @ Hiring of interns as regular employees (process & factors)
@ Involvement of KAM in hiring of interns as regular employees
@ Difference for industrial attachés
@ Companies treatment of interns/position towards them
v @ Satisfaction with KAM TVET program (pro & contra)
@ Advantages of TVET program

@ .l Disadvantages of TVET program

26

20

10

18

39

37

10

52

21

23

Source: RWI.
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Figure A2.3.6

Detailed MAXQDA code system used for analysis (5/5)

'a Code System @ G @ p ﬁ LU
v (Q_o| General satisfaction with the KAM interns L

@ Comparison to attachés in general satisfaction
v @ Satisfaction with the interns’ skill set & experience & work
@_Ol Comparison to attachés in regard to skills
v @Ol Satisfaction with the interns’ working attitude
@ Comparison to attachés in regard to working attitude
v (C_>_| General suggestions for KAM TVET program improvements ' L
v @ KAM needs to train intern on soft-skills/expectation management
(g_l Involvement of companies in training interns before internship
@' Soft skills are very important for employers
@ Knowledge of companies about work-readiness trainings (yes/no)
v @_‘ Evaluation of skills-range KAM offers
@ Skills that are really needed
(<3_| Interns should be allocated more locally

(@ 1iob site developed by KAM

v [ | Boarder topics raised by companies |_

CQ_‘TVET skills are needed by industries (more than university)
v @ Skills mismatch/gap: training institutions vs. industry L
v @ Suggestions to bridge the gap
@ Certain training institutions are preferred over others
@‘i’raining institutes should be vetted
A4 @Timing of industry exposure: in school vs. graduated
(@ _ltime of interference should be done at training institute level
v @ Central Chapter (Committee)
@' Organization of Central Chapter Committee
@' Tasks/function of Central Chapter Committee
@ Role of TVET program in Central Chapter committee
@_l General challenges the Central Chapter Committee faces
@ Employment situation in Kenya

{0.| Function of interview partner in firm

16

55

33

28

32

25

17

13

1

21

Source: RWI.



A2.4 Detailed description of factor model on ownership and sustainability

A factor model on ownership and sustainability was developed as a theoretical framework for
the analysis. Since the factor model was only very briefly described in section 1.4, more detailed
descriptions of the individual success factors on ownership and sustainability are provided in the
following. The factors are based on findings from various studies that have researched ownership
and/ or sustainability in different development cooperation contexts and project areas.

A2.4.1 Factors promoting ownership

Since ownership is a pre-requisite for sustainability (cf. Brolin 2017), the factors relating to own-
ership are discussed first. The factors are structured along the same topics and in the same order
as presented in Table A (cf. section 1.4).

One of the most crucial pre-requisites for achieving ownership of development projects or pro-
ject activities is that stakeholders, who are supposed to take ownership, are interested in the
project and perceive it as useful. Hasselkong and Schierenbeck (2017) argue that before a new
project or project activity is designed, it should be considered whether local stakeholders and
beneficiaries even have any interest in taking ownership of it (Hasselkong and Schierenbeck
2017). In cases where it is obvious from the beginning that local stakeholders or beneficiaries
show no or only little interest in taking ownership, such projects should not be implemented or
should be redesigned accordingly (cf. Edgren 2003). If not possible otherwise, there should be a
focus on those “willing and able to take the lead and fulfil other demands of ownership” (Has-
selkong and Schierenbeck 2017, 325).

Rey-Moreno et al. (2014) found in their study, which measures local stakeholders’ ownership
in a community-based project, that community members were more likely to accept a project
when they perceived it to be useful, e.g., because it was relevant to their needs. If the project
then actually delivered on its promises, people internalized a sense of ownership and committed
to it in the sense that they took over responsibility and control (Rey-Moreno et al. 2014).

Since ownership is determined by the interest and the acceptance of the people for whom de-
velopment projects are created, it is crucial that local stakeholders, i.e., the prospective owners,
“drive the [project’s] creation process from the beginning” (Ballantyne 2003, 3). Ballantyne
(2003) argues further that it must be understood who they are and what demands, incentives
and motivations they have to ensure their participation in the delivery and preservation of the
project activities. Such end-user involvement is important because designing whole projects or
project activities ‘for someone else to take charge of’, especially when they are not involved in
it, makes it unlikely that they will take ownership of it (cf. Ballantyne 2003; cf. also Ostrom et al.
2002). Besides, when local stakeholders do not take ownership in the design stage, it becomes
much more difficult to foster ownership among them when the project is already implemented
(Weeks et al 2002).

Therefore, external development agents should let local stakeholders identify their own chal-
lenges and needs and account for their understanding of the problem. This helps to ensure that
the project is useful to them, which goes a long way to evoke a sense of ownership among them
later on (cf. Matuella 2010; Kinoti 2011). To ensure that all stakeholders can form an opinion and
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formulate their ideas and expectations, the initial identification and design phases of a project
or activity should not be rushed (cf. Edgren 2003).

While the ideal way to achieve ownership is to involve end-users or local stakeholders as early
as in the design phases of a project, in practice this is unfortunately rather the exception. In most
cases, projects are developed by donors, which means they are the initial owners (cf. Ballantyne
2003). However, Edgren (2003) found that “it seems to be less important to ownership who orig-
inally came up with the idea than who took an interest in it and what forces supported it on
either side of the partnership” (Edgren 2003, 12). Thus, owners at the outset of a project are not
necessarily the same people as at the end because ownership can also develop over time when
local stakeholders grow in capacities, understanding and commitment (cf. Ballantyne 2003).

However, in the academic literature agreed upon that ownership is something that is taken,
not given, which means that taking ownership is not an automatic process but rather an active
decision to take responsibility and control. Ballantyne (2003) and Edgren (2003), for example,
argue both that local ownership develops generally best, when it is not dictated by external time-
tables or actors. In cases where there is no local ownership, ways must be found to transfer
ownership to the local level (cf. Ballantyne 2003; Edgren 2003).

Ownership can develop particularly well when local stakeholders, or essentially all those that
are expected to take ownership, are continuously and actively involved throughout all stages of
the project, not just during the initial design phase (Weeks et al. 2002; Steiger 2015). This implies
that “participation of all the stakeholders in project planning, implementation, monitoring and
evaluation [is necessary to] foster ownership” (Kuria and Wanyoike 2016, 477).

Some studies even emphasize that a simple involvement of local stakeholders is not enough,
but that an active participation in the decision-making processes throughout the life cycle of a
project is crucial to ensure successful ownership (Ostrom et al. 2002; Kinoti 2011; Sustainable
Development Goals Fund 2020). Kwangware et al. (2014) argue, for example, that when local
stakeholders and beneficiaries have the opportunity to make decisions that influence program
activities, they develop a greater commitment, which consequently fosters their ownership of
these activities (Kwangware et al. 2014). Ballantyne (2003) stresses further that to achieve local
ownership not only the direct intermediaries (i.e., the implementing agency) but especially the
end-users (which are prospective owners) must be involved in all project decisions (Ballantyne
2003). The reason for that is that end-users “usually see things quite differently and have differ-
ent incentives and motivation” (ibid., 3).

Many researchers agree that a key indicator for ownership is that local stakeholders contribute
with their own resources, either financial or in kind, to a development project or an activity of it
(cf. Weeks et al. 2002; Kuria and Wanyoike 2016; Kinoti 2011; Olsson et al. 2008; Ballantyne 2003;
Ostrom et al. 2002). It is assumed that, when recipients contribute “to the total costs of the pro-
ject [...], [it] is a measure of [their] commitment to the whole undertaking” (Edgren 2003, 13; cf.
also Weeks et al. 2003; Olsson et al. 2008).

In the literature, it is further discussed whether ownership can be achieved when project costs
are shared between donors and recipients or whether the costs have to be completely taken
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over by local stakeholders or end-users of the project. Olsson et al. (2008), for example, equate
the project owner to the main financing party of a project (Olsson et al. 2008). While Kuria and
Wanyoike (2016) argue that when local stakeholders share the costs for project implementation,
then it already contributes to a sense of ownership among them (Kuria and Wanyoike 2016).
Thus, to promote ownership, local stakeholders as well as partner organizations should be en-
couraged to inject some of their own resources into a project (cf. Kinoti 2011). However, Ballan-
tyne (2003) stresses, “since not all partners have the same resources, different types of contri-
butions by each partner need to be valued” (Ballantyne 2003, 3).

Some authors also describe that it can be very challenging to convince local actors to take over
any part of the project funding either because they have limited resources or because they do
not see the urgent need to do so as most donors are willing to offer a financial safe when a
project threatens to fail (Matuella 2010). The challenge for donors is, therefore, to find ways to
encourage local stakeholders to invest their own resources (cf. Ballantyne 2003).

Focusing on the involvement of local stakeholders is not the only way to ensure ownership.
Donors can also contribute to promote local ownership. For example, to help local stakeholders
take ownership, donors need to “limit their direct roles and responsibilities and, as far as possi-
ble, encourage local stakeholders to participate and take the lead” (Ballantyne 2003, 3 For this
to happen, Hasselkong and Schierenbeck (2017) argue that donors must have “trust in the recip-
ient [...] and [the] willingness to cede control” (Hasselkong and Schierenbeck 2017, 328). If this is
not the case, then local ownership of a project or project activity is extremely unlikely.

To ensure local ownership, donors must be “transparent and clear in regard to [their] objec-
tives, interests and expectations” (Ballantyne 2003, 8). If the project’s objectives and next steps
are transparent and understandable for end-users, then they are more likely to take ownership
of the project (cf. Kinoti 2011; Ballantyne 2003; SDGF 2020).

The same level of transparency should also be offered to local implementing agencies. For ex-
ample, donor agency policies (e.g., in regard to implementation or monitoring and evaluation)
should be made more accessible and understandable to local partners if they are expected to
take ownership of the implementation and evaluation of project activities (cf. Kaplan 2013; Mer-
cyCrops 2013). Lastly, to achieve local ownership, donors must also be accountable towards local
stakeholders and project participants (cf. Cekan 2016b). Ballantyne (2003) recommends that im-
plementing agencies should be accountable primarily to the recipients they are working with
instead of their foreign donors (Ballantyne 2003).

Turning away from what donors can do, the next factors focus on the circumstances at project
level that can be beneficial for promoting ownership. Some authors state that new projects or
project activities should be implemented into existing local structures and built upon already
existing local knowledge and values (Rey-Moreno et al. 2014; Ballantyne 2003). Rey-Moreno et
al. (2014) found that local stakeholders were much more willing to take ownership of a develop-
ment activity if it was incorporated into existing local values and norms “because [they] reso-
nated with local ways of being and thinking” (Rey-Moreno et al. 2014, 75). Ballantyne (2003)
advocates similarly for building new projects or project activities on structures that already exist
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and that are ideally already owned by the people who are supposed to take ownership of the
new development activity (Ballantyne 2003).

Project management and leadership are also important factors that influence ownership at
project level. Scholars agree that in order to promote ownership, local stakeholders should take
over leadership and management roles in the project (cf. Edgren 2003; Kinoti 2011). A develop-
ment project or activity can be said to be truly ‘owned’ by end-users if they are the ones who
manage and lead the design, implementation as well as the monitoring and evaluation. Donors
and implementing agencies should only support them in areas where local stakeholders lack skills
and knowledge (Edgren 2003). Edgren (2003) argues that a “sense of ownership depends to a
high degree on budget authority” (ibid., 13). If local managers are given the authority to deal
with funds as they see fit, “they can be expected to take personal responsibility for results in a
way they would not, [...] if the donor is the real decision-maker” (ibid., 13).

Building on the argument above, capacity building is needed whenever local stakeholders lack
certain capacities or knowledge. Capacity building helps to ensure that they can become “drivers
and owners, instead of mere passengers, in the project [...] process” (Ballantyne 2003, 3; cf. also
Rey-Moreno et al. 2014). Ballantyne (2003) notes further that only thorough capacity building,
e.g., in (financial) management or administration, can empower local stakeholders to actually
take ownership (Ballantyne 2003). Moreover, capacity building is central because taking owner-
ship can also be a major burden for local stakeholders (Weeks et al. 2002). Therefore, donors
should not only consider whether local stakeholders show an interest in a project, but also
whether they have the capacities to take ownership (Hasselkong and Schierenbeck 2017). Edgren
(2003) argues that many donors tend to blame local partners after project failures in a ‘backward
logic’ for “not having the capacity to assume ownership of [the] project [when it was actually]
the designers [...] who should be blamed for building it on unrealistic capacity assumptions” (Ed-
gren 2003, 16).

The academic literature on ownership also touches upon issues concerning relationships be-
tween external and local stakeholders involved in a project.

Ballantyne (2003) stresses that spaces or mechanisms need to be created where different own-
ers can regularly meet and engage in dialogue to discuss decisions and express their demands
and expectations (Ballantyne 2003). Edgren (2003) argues that a “critical instrument for estab-
lishing ownership and [...] produc[ing] successful outcomes is dialogue” (Edgren 2003, 4). Good
communication and dialogue help to ensure that objectives, time horizons and planned activities
as well as changes within the project are made transparent for the parties involved, which in turn
mitigates potential conflicts (Edgren 2003; Ballantyne 2003). Weeks et al. (2002) mention that
the ideal project model would ensure that “all stakeholders, beneficiaries, technical staff, donors
and policy makers come together to discuss and agree on action or strategy” (Weeks et al. 2002,
204). Of course, the larger the project, the more difficult it will become to achieve this ideal.
Nonetheless, at least major new ideas and activities must be coordinated and aligned with all
stakeholders to enable all relevant stakeholders to take ownership (ibid.).
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Finally, if shared ownership between different stakeholders of a project is the objective, a clear
allocation of roles and responsibilities is necessary. Roles and responsibilities should be clearly
defined in the beginning and must be reviewed, if “the setting change[s] during implementation
and new actors and roles emerge” (Edgren 2003, 20). It is helpful to establish internal governance
structures for the project, where responsibilities and roles are clearly set out for each stakeholder
(Ballantyne 2003). A stakeholder analysis prior to project implementation can ensure that “each
stakeholder can take appropriate types and levels of ownership” (Ballantyne 2003, 4; cf. also
Edgren 2003).

A2.4.2 Factors promoting project sustainability

Since ownership is a pre-requisite for sustainability (cf. Brolin 2017), many factors relating to
sustainability are similar to those discussed in regard to ownership. However, local ownership
alone is not sufficient to ensure the sustainability of a development project (Ostrom et al. 2002;
Edgren 2003). Therefore, the factors mentioned in the literature on sustainability are in some
areas wider-ranging compared to those mentioned in the literature on ownership. To ensure a
comparability to the ownership factors, the factors on sustainability include the same topics and
are presented in the same order as the factors on ownership.

The interest of local stakeholders in a development project is not only important for local own-
ership (cf. Factor 0.1), but it is also often referred to as a crucial factor to ensure sustainability
of development projects. Maier et al. (2016) argue that local interest in a project or project ac-
tivity and an acceptance of it “[are] crucial for the success and long-term effectiveness of the
development cooperation project” (Maier et al. 2016, 11). Bossert (1990) found that projects
which could demonstrate effectiveness in reaching their goals and objectives were much more
likely to be perceived as useful by local stakeholders. This led to the finding that those projects
were more likely to be sustained by “those expected to fund and manage the activities after the
donor funding stops” (Bossert 1990, 1019).

Similar to the literature on ownership (cf. Factor 0.2), it is also often argued in the literature on
sustainability that stakeholders, who are supposed to sustain project activities, should be in-
volved as much as possible right from the start “when decisions are being made about what type
of project is required” (Oino et al. 2015, 764). Okun (2009) states that “designs which are ex-
pected to result in sustainable benefits should build on local demand and initiatives” (Okun 2009,
18). He explains that projects are more likely to be sustained when they actually meet the de-
mands and needs of the people that are supposed to sustain them (ibid.). To achieve this, the
beneficiaries as well as the staff implementing the project should “play a core role in the identi-
fication and design process” (ibid.). Some authors go even further and state that sustainability
cannot be achieved unless local players are truly involved in the design phase and any further
project transformations (cf. Lopes and Theisohn 2003; Kuria and Wanyoike 2016).
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Same as in the literature on ownership (cf. Factor 0.4), active stakeholder participation is with
overwhelming quantity mentioned by scholars as a key factor to achieve project sustainability,
not only in the project design phase, but also in all subsequent project stages (cf. Oino et al. 2015;
Hamukwala et al. 2008; Okun 2009; Ochunga and Awiti 2017; Kuria and Wanyoike 2016; Hofisi
and Chizimba 2013; Karanja 2014; Moran and Ferguson 2013). A number of studies researching
sustainability of development projects argue that “donor-funded projects can only be sustaina-
ble if they allow for participatory processes from identification to completion” (Hofisi and
Chizimba 2013, 713; cf. also Qino et al. 2015; Kuria and Wanyoike 2016; Steiger 2015). Studies
that evaluate how different forms of participation influence the sustainability of projects find
that an interactive participation, where stakeholders have decision-making and planning power,
lead to the highest rates of project sustainability (cf. Ochunga and Awiti 2017; Hamukwala et al.
2008 for further details). Oino et al. (2015) remark that simply informing local stakeholders of
decisions that are already made is not sufficient for genuine participation (Oino et al. 2015). Ac-
tively involving local stakeholders is therefore an important factor for sustainability because peo-
ple who have a voice in determining the project’s objectives and the possibility to influence the
implementation are more likely to take over the project activities after the external assistance
has ended (cf. Seppey et al. 2017; Oino et al. 2015; Okun 2009).

Involving local stakeholders or project beneficiaries financially in a project is seen as one possi-
bility to ensure the sustainability of a project or project activity after the donor withdraws fund-
ing (cf. Kuria and Wanyoike 2016; Okun 2009, Bossert 1990). However, contrary to what is dis-
cussed in the literature on ownership (cf. Factor 0.5), continuous and stable funding is seen as
more important for sustainability than actual financial involvement of local stakeholders. Essen-
tial for sustainability is that a continuous flow of funding from some source is ensured in order
to sustain the project activities and, thus, the project benefits (Okun 2009; Kuria and Wanyoike
2016). However, possibilities to ensure such a continuation of funding are discussed separately
below (cf. Factor S.12).

Nevertheless, Kuria and Wanyoike (2016) argue that contributions by local stakeholders or ben-
eficiaries to project costs should be encouraged because it ensures project sustainability (cf. Ku-
ria and Wanyoike 2016). However, Okun (2009) remarks that, if financial involvement of local
stakeholders is the goal, “a rigorous and realistic assessment of the local capacity to meet these
costs” (Okun 2009, 19) is necessary. Local stakeholders often have limited resources which makes
them unable to sustain the project financially after donor support is withdrawn. Shen et al. (2016)
find that an equal level of funding distribution leads to the best level of project sustainability and
hence suggest cost sharing between different parties involved as a promising solution when local
stakeholders only have limited resources. Similarly, Okun (2009) argues that local stakeholders
should, to the best of their ability, contribute to project costs. While donors should provide the
supplementary finances needed to ensure the most sustainable outcomes, at least until a per-
manent system can be implemented or the financial capacities of local stakeholders can be en-
hanced (Okun 2009).

However, as explained in Factor 0.5, sometimes the problem is not the inability of local stake-
holders to contribute financially, but rather the unwillingness to commit their own resources (cf.
Matuella 2010). Studies have shown that local stakeholders or beneficiaries only commit their
resources (particularly their financial resources) to a project or project activity when they
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perceive the project as valuable (Kuria and Wanyoike 2016). Okun (2009) mentions that “if a
program or project does not [emphasis added] deliver clear and equitable financial or economic
benefits, which are apparent to the stakeholders, it is most unlikely to be sustained after donor
funding finishes” (Okun 2009, 14). In other words, if local stakeholders do not find a project or
its activities financially or economically lucrative, they will most likely not use their own resources
to sustain it (cf. Kuria and Wanyoike 2016; Okun 2009). Thus, finding ways to ensure that projects
meet the needs of local stakeholders goes a long way in ensuring that it is perceived as econom-
ically or financially beneficial by them. This in turn also contributes to the (financial) sustainability
of a project (cf. Factor S.1).

Not only local stakeholders need to be involved to ensure project sustainability, but also donors
can contribute to its achievement. While for ownership it is crucial that donors limit their direct
roles and responsibilities and are accountable and transparent (cf. Factor 0.6 and Factor 0.7),
for sustainability it is important that donors do not just push through donor-led top-down pro-
jects (Weeks et al. 2002; Kuria and Wanyoike 2016). If donors implement inflexible top-down
projects, the projects will “fail to bring sustainable benefits because they do not lead to stake-
holder ownership and commitment” (Kuria and Wanyoike 2016, 481; cf. also QOino et al. 2015).
However, if donors recognize that local stakeholders needs change over time and if they subse-
guently show flexibility and responsiveness to adapt the project activities to the changing prior-
ities of local stakeholders, then projects are likely to be sustained in the long term (Weeks et al.
2002; Kuria and Wanyoike 2016). This means that projects designed by donors must be flexible
in the implementation and evolve when lessons are learned (cf. Okun 2009).

Turning away from what donors can do to help promote sustainability, the following factor
addresses the external circumstances at project level that can be beneficial to achieve sustaina-
bility. Mirroring the academic literature on ownership (cf. Factor 0.8), scholars focusing on pro-
ject sustainability also find that development projects should build on existing local structures
and take into account values and knowledge of local people (cf. Bossert 1990; Hofisi and
Chizimba 2013; Okun 2009; Oino et al. 2015; Hamukwala et al. 2008). Bossert (1990) who con-
ducted a sustainability assessment of development projects in five countries finds that projects
were more likely to be sustained if they are “integrated into the existing institutional hierarchies”
(Bossert 1990, 1019). He argues that projects which are integrated in existing administrative
structures may even create actors that “continue project activities with their own resources or
may help lobby for additional national resources to cover the loss of donor funding” (ibid., 1020).
Oino et al. (2015) as well as Okun (2009) find that especially projects that are built on and inte-
grated in local management structures have good prospects to achieve project sustainability
(Oino et al. 2015; Okun 2009). Moreover, if project designs build on knowledge of local stake-
holders, they become more relevant to them because “local people understand their problems
better and can therefore use their skills and resources to find flexible solutions that are tailored
to suit their unique needs” (Oino et al. 2015, 760). This in turn makes local stakeholders more
likely to sustain such projects (ibid.)
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Same as for ownership (cf. Factor 0.9), encouraging local project management and leadership
can also help to promote sustainability (cf. Karanja 2014; Okun 2009). If a project is well managed
and led during the implementation, it can be ensured that sufficient capacities and resources are
available to continue the project when the donor finally decides to retreat (Oino et al. 2015).
Furthermore, when local stakeholders or the staff of a local implementing agency already take
over essential leadership and management positions while the donor is still involved in the pro-
ject, a significant weakening of the key project activities can be avoided when the donor with-
draws. To prepare for such a take-over, a good organizational culture and well-funded
knowledge-management structures should already be developed during project implementa-
tion. This is necessary to ensure that the required knowledge is accessible to the people that are
supposed to sustain the project activities (cf. Oino et al. 2015; Okun 2009). Furthermore, local
project managers and staff involved in the project should receive adequate training to ensure
effective project delivery, which in turn supports project longevity (Karanja 2014).

In close connection to the Factor S.7 described above stands the issue of capacity building
which is not only central to ensure ownership (cf. Factor 0.10) but also for the sustainability of
projects (cf. Okun 2009, Karanja 2014, Oino et al. 2015). Okun (2009) argues, for example, that
capacity building for local stakeholders is central to ensure project sustainability, because their
capacities distinguish whether and how well a project or project activity is handled after the do-
nor withdraws (Okun 2009). QOino et al. (2015) state that “capacity building is an empowering
tool that enables [local stakeholders] to manage challenges on their own, rather than depending
on the help of the [implementing] organizations or donor” (Oino et al. 2015, 763).

Projects should generally only be handed over when the “target beneficiaries and stake-
holder[s] have adequate capacity, knowledge and skills to effectively run the project” (Okun
2009, 61f.). Thus, adequate time and resources should be invested to ensure that capacity build-
ing and training for all people involved in the project can be facilitated. Local capacity building is
especially important in areas of effective implementation, financial management, monitoring
and evaluation as well as in day-to-day management of the project and its activities. Capacity
building should be initiated at the start of the project and should continue throughout the project
until the donor exits. It is particularly important when new staff members at partner level are
onboarded or when new stakeholders join the project (cf. Oino et al. 2015; Karanja 2014; Nyan-
jura 2010).

Kuria and Wanyoike (2016) find that rigorous “monitoring and evaluation greatly improves the
sustainability of donor-funded projects” (Kuria and Wanyoike 2016, 496). Thorough monitoring
and evaluation make it possible to identify potential problems as well as successes and provide
the basis for corrective action that is needed to ensure long-term sustainability (ibid.). Karanja
(2014) argues along the same line when stating that monitoring and evaluation is “a major aspect
that cannot be overlooked because it determines the sustainability of any venture or project”
(Karanja 2014, 4). He understands monitoring and evaluation as a means to learn from past ex-
perience which can positively influence the delivery of sustainable benefits in the future (ibid.).
Kagendo (2015) states that all those involved in program activities should be responsible for
monitoring and evaluation (Kagendo 2015).
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Therefore, there should be a monitoring and evaluation framework for every project to allow
an ongoing review of the project’s effectiveness in reaching its benefits (Kuria and Wanyoike
2016). However, Hofisi and Chizimba (2013) warn that when such frameworks are designed, they
should not be so complicated that they require continued outside expertise. The framework
should be kept simple enough to be sustained even after the donor withdraws (Hofisi and
Chizimba 2013; cf. also Okun 2009).

Okun (2009) explains that if achieving project sustainability is a major objective, then monitor-
ing and evaluating the targeted outputs and activities is not enough. Instead, thorough monitor-
ing and evaluation should also include assessments that focus on how project sustainability can
be achieved (cf. Okun 2009). So-called sustainability assessments “should be used as a manage-
ment tool to identify any deficiencies and develop an action plan for sustainability” (Kuria and
Wanyoike 2016, 478; cf. also Kagendo 2015). Particularly the perspectives of local stakeholders
should be included in a sustainability analysis because feedback about ongoing activities from
local stakeholders is important for sustainability (cf. Kuria and Wanyoike 2016; Cekan 2015). A
study from the OECD finds that “it may be useful to evaluate sustainability even while [donor]
funding or activities are ongoing” (OECD 2019, 12). A sustainability analysis can also help to inte-
grate sustainability strategies in existing projects.

While sustainability assessments can be helpful for projects that do not have (well thought-out)
sustainability strategies, such strategies should ideally be in place right from the project start (cf.
Oino et al. 2015). For example, Hofisi and Chizimba (2013) found in their analysis that projects
were more sustainable if sustainability strategies were integrated right from the start. Evidence
from other scholars even suggests that projects cannot achieve long-term sustainability, unless
sustainability strategies are included from the beginning (cf. Nyanjura 2010; Seppey et al. 2017).
Ochunga and Awiti (2017) observed that while “many projects highlight elements of sustainabil-
ity in their proposal stage, the actual implementation seems to lack emphasis on sustainability”
(Ochunga and Awiti 2017, 382). Therefore, achieving project sustainability should be regarded as
an “ongoing process [that] needs to be reviewed and updated as circumstances change and les-
sons are learned from experience” (Okun 2009, 11).

A central part of such a sustainability strategy is an exit plan or, as it is also called, a ‘project
phase-out strategy’. Many donors do not plan for a project phase-out which often leads to an
abrupt end of, for example, the funding and in turn significantly impairs the continuation of the
project (cf. Okun 2009; Ochunga and Awiti 2017). Therefore, many authors argue that having an
exit strategy or a succession plan is “necessary to ensure that the target beneficiaries and the
stakeholders are well prepared to effectively run the project after withdrawal of donor support”
(Okun 2009, 61; cf. also Qino et al. 2015; Dunbar 2013; Cekan 2016a; Hofisi and Chizimba 2013).

Moreover, it is important that exit strategies are transparent for local stakeholders. This in-
cludes, for example, that they are informed from the beginning about the donor’s time horizons
for project phase-out or what the exit plan actually entails (Hofisi and Chizimba 2013). Cekan
(2016b) argues that exit strategies should be very explicit and thorough to ensure sustained ben-
efits. Requests of local stakeholders in terms of what they need for a successful continuation of
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the project should also be considered by the donor when planning the transition period (cf.
Cekan 2016b).

Apart from planning an exit strategy, the implementation of the actual project handover to the
local level is also essential for sustainability (Cekan 2016a). To sustain the activities, a successful
exit strategy should include, for example, extra training and support for local stakeholders (cf.
Cekan 2015). Okun (2009) argues that sometimes it is even necessary that donors provide some
‘limited follow-on assistance’ after the donor-funded project activities have already ended (Okun
2009). This can include continued technical guidance for a transition period, e.g., frequent advi-
sory visits, or even “supplementary financial support to enhance the prospects for sustainability
and to consolidate achievements” (ibid., 11f.). Exit strategies should also include propositions
how continued funding of project activities can be ensured without donor involvement (cf. Cekan
2015).

As mentioned above, an important part of a successful exit strategy should also include plans
or at least propositions for a continuation of project funding after donor withdrawal (Ballantyne
2003). As already mentioned in Factor S.4, ensuring a continuation of funding from reliable
sources is absolutely essential for project sustainability, since every project depends on resources
for survival. For example, after reviewing 491 completed projects, the Asian Development Bank
concludes that continued project funding is the most crucial factor to ensure sustainability (Asian
Development Bank 2010). Because only with adequate funds can project activities continue and
project benefits be sustained (cf. Kuria and Wanyoike 2016; Cekan 2016b, Okun 2009).

However, a major problem is that most donor-funded projects have short-term funds that are
tied to a pre-planned project duration. Very rarely do development project designs factor in how
these projects can become sustainable after donor funding has been withdrawn (Okun 2009).
Assessing the sustainability of projects funded by Plan International, Ochunga and Awiti (2017)
find that 41 percent of the respondents warned that the projects ceased to operate altogether if
donor funding would be withdrawn. Another 31 percent of the respondents stated that the pro-
jects would be at least significantly negatively affected (cf. Ochunga and Awiti 2017).

Thus, the question is how a continuation of funding after donor withdrawal can be achieved.
As mentioned above, the best way to ensure continued funding is to include a financial take-over
or transition plan in the project’s exit strategy (cf. Karanja 2014; Okun 2009; QOino et al. 2015).
Bossert (1990), for example, emphasizes that project sustainability depends to a large extent on
whether planning for future funding was developed during the life cycle of a project. Ideally,
projects should be designed in a way that they become financially autonomous before the donor
withdraws funding (Bossert 1990).

To help projects to become financially autonomous, funds can be raised from national sources
in the recipient country. Bossert (1990) explains that “projects which were funded by national
sources (private or public) after the [donor] funding ceased were clearly sustained” (ibid. 1017).
Thus, establishing partnerships with national government ministries or large private organiza-
tions that are willing to invest their resources can be a possibility to ensure continued funding
and, thus, sustainability. Kuria and Wanyoike (2016) argue that the funding responsibility should
be transferred to the host country organization, i.e., the local implementing agency, which should
either take over the funding itself or should acquire new funds from other sources (Kuria and
Wanyoike 2016). Furthermore, as mentioned in Factor S.4, local stakeholders or beneficiaries of
a project can also be asked to continue the funding of the project activities in order to sustain
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them. However, issues such as limited resources and an unwillingness to contribute with their
own resources often makes them an unreliable source.

Mirroring the academic literature on ownership (cf. Factor 0.11; Factor 0.12), scholars studying
sustainability also refer to issues concerning the relationships of different stakeholders involved
in a project.

Good communication between different stakeholders as well a clear allocation of roles is also
regarded as helpful to ensure project sustainability (cf. Cekan2016b; Kagendo 2015). Okun (2009)
stresses that roles and responsibilities should be clearly documented in an agreement between
the donor and the implementing agency to ensure sustainability (Okun 2009, 19).

Studies researching sustainability additionally name close coordination between the different
stakeholders, especially in regard to the content of the project, as a crucial factor to ensure sus-
tainability (cf. Hofisi and Chizimba 2013; Cekan 2016b). A shared understanding of project objec-
tives and goals between donors and local stakeholders is particularly important because projects
will only be sustainable if their objectives are responding to the needs and priorities of the people
that are supposed to sustain them (Kuria and Wanyoike 2016; Cekan 2016b). Such a shared un-
derstanding can be achieved when projects are “approved in a mutually respectful negotiating
process” (Bossert 1990, 1021). Thus, sustainability seems to be determined by an agreement
about the content of the project, while ownership concerns more the “organisation [and form]
of aid-related activities, rather than their contents” (Hasselkong and Schierenbeck 2017, 330).

An additional factor which is also related to the area of relationships between different stake-
holders is building networks and widening partnerships. Building networks and partnerships with
a wider group of relevant stakeholders and institutional actors is regarded in the academic liter-
ature on sustainability as being helpful for achieving project sustainability. Collaborating with
important ministries and embedding the project within relevant institutional contexts creates a
supportive environment in which project benefits can be sustained even after the donor with-
draws funding (cf. Oino et al 1015, Kuria and Wanyoike 2016; Hofisi and Chizimba 2013).

If projects are linked with organizations and/or with individual stakeholders that have similar
objectives, they “are more likely to be sustainable [...] [because] they [can] support and learn
from each other, and are able to exploit [each] others' agendas, for example, for new funding
opportunities” (Oino et al 2015, 765). Okun (2009) states that “generating an understanding of,
and support for, a program or project's objectives among a wide group of stakeholders should
be a component of any sustainability strategy” (Okun 2009, 22). Raising such support from other
institutions and stakeholders on political and administrative levels should be facilitated through
workshops, seminars, newsletters as well as through personal contacts and should already start
in the beginning of a project (ibid.).
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A2.5 Overview of data contradictions at each company by source of information and dis-
crepancies in these numbers across sources

Table A2.5.1

Legend for Table A2.5.2 “Overview of data contradictions at each company by source of infor-
mation and discrepancies in these numbers across sources”

Sources

ME&E records 2 Data of the project’s M&E records collected by KAM
The records used consist of databases where detailed information of the interns under the GIZ sti-
pend were collected (called ‘Master Database’) and a preliminary ‘Sustainability program list’
where just intern numbers per company are listed. Both databases were very poorly maintained
and were, thus, often incomplete or contradicting.

GIZ/KAM 2 (verbal or written) information provided by GIZ or KAM
It has to be noted that some of the information provided changed in some instances over the
course of the field research.

Companies 2 Information provided by interviewed companies.
The company rows are only filled for the interviewed companies.

IPA 2 Data collected by Innovations for Poverty Action (IPA)
IPA collected quantitative data on the interns that participated under the KAM TVET program (e.g.,
on internship and job placements)

Color coding

1>

Company names marked in mud green indicate the interviewed companies

1>

Cells marked in red indicate when contradictions between the different sources

1>

Cells marked in green indicate when the different sources march

N.A.

1>

Cells marked with N.A. indicate when information should be available but is not

2 Cells marked in grey indicate when no information is required

E.g., a particular source is not required to have that information, or a particular source was not
asked to provide it.

‘Conclusion’

2 The last column on the right named “Conclusion”, provides an explanation whether it could be
verified if a particular company was recruited to participate under the sustainability program and
whether the company then actually participated in the pilot (i.e., took in interns and paid them a
stipend).

The assessment is based on the availability of the information in the other columns as well as on
the consistency of the four different sources. Certain sources were regarded as more trustworthy
than others (e.g., information obtained directly from the companies is regarded as more trustwor-
thy than the often incomplete KAM M&E records).

Color coding
‘Conclusion’

2 Conclusion cells marked in light green indicate that it could be verified that a particular

company participates under the sustainability program

2 Conclusion cells marked in yellow indicate that it could be verified that a particular company was
recruited to participate under the sustainability program but has not yet started to actually partici-
pate

2 Conclusion cells marked in light red indicate that it is assumed that a particular company was
never asked to participate in the pilot of the ‘sustainability program’

Source: RWI.
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A2.6 Zooming in on companies’ main reasons for (non-)participation in pilot of funding
switch

As discussed in section 1.8.4., the main reasons for companies’ (non-)participation in the sus-
tainability program are mostly related either to their attitude towards having to pay KAM interns
or to their (dis-)satisfaction with former KAM interns. Most often it is a combination of both
factors, thus, by just looking at the willingness to pay or the satisfaction alone, it cannot be de-
termined whether the companies participate in the sustainability program (i.e., the funding
switch).

Therefore, Table A2.6.1 visualizes for each interviewed company whether it participated in the
switch to the sustainability program and how this relates to the two categories (willingness to
pay and satisfaction with KAM interns) introduced in section 1.8.4..The table is divided into quad-
rants. The upper half of the table contains the companies that perceive the switch positively,
either because they are generally in favor of funding KAM interns or because they are generally
satisfied with KAM interns or both. The lower half of the table presents the companies that per-
ceive the switch negatively, either because they are opposed to funding KAM interns or because
they are generally dissatisfied with their interns or both. On the left-hand side are those compa-
nies that participate in the pilot of the funding switch and on the right-hand side are those that
do not. Each side is again divided to display whether the company already had a policy of paying
other interns/attachés at the company before KAM and GIZ introduced the switch.

Table A2.6.1
Overview of companies’ main reasons to (not) participate in the new payment scheme

Participates in new funding scheme  Does not participate in new
(has taken interns) funding scheme

(A) Pays other (B) Does not pay  (C) Pays other in- (D) Does not pay

Reasons for (non-) participation in interns/attachés other interns/at- terns/attachés other interns/at-
the funding switch outside KAM tachés outside outside KAM tachés outside
KAM KAM
(1) In favor of paying
KAM interns Company 9 Company 10
” (2) Satisfied with KAM
P05|t|ve. T
perception
of switch .
(3) In favor of paying Company 2
KAM interns & satis-
fied with KAM interns Company 4

(4) Opposed to paying Company 1

KAM interns Company 8 Company 3 Company 5 Company 11

Negative (5) Dis-satisfied with

perception KAM interns

of switch (6) Opposed to paying
KAM interns & dis-sat-
isfied with KAM in-
terns

Legend: red £ companies with a strong negative perception of (KAM) interns; yellow £ compa-
nies with mixed perceptions of (KAM) interns; green £ companies with high satisfaction of
(KAM) interns. - Source: RWI.
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There are several observations that can be deduced from Table J. For example, eight of the
12 interviewed companies perceive the funding switch to the sustainability program rather neg-
atively, in most cases because they are opposed to investing their own resources to pay KAM
interns (cf. [5]; [14]; [8]; [10]; [18]; [12]; [13]).

Only the three companies in the upper left quadrant participate in the sustainability program
because they support its premise that interns should be paid. Since they are in favor of paying
interns, they perceive the funding switch and, thus, the implementation of the sustainability pro-
gram, where the companies have to pay, generally positively (cf. [6]; [7]; [9]; [16]).

The other three companies in the lower left quadrant are also participating under the sustain-
ability program because they have taken KAM interns after March 2019, but they are all generally
rather opposed to having to invest their own resources to pay the KAM interns, even though
none of them had distinct negative experiences with them (cf. [5]; [14]; [8]).

The company in the upper half of cell A4 gives their interns (and attachés) no monetary stipend
(just provides lunch) and is, therefore, logically opposed to paying stipends to the KAM interns
(cf. [5]). The other company in the lower half of cell A4 unknowingly participates under the sus-
tainability program because it was never informed about the funding switch but just kept on
taking interns from KAM. That company gives any intern or attaché an unsubstantial stipend,
which it finances through reimbursements it receives from the National Industrial Training Au-
thority (NITA)®®. Therefore, it is opposed to having to invest any extra company-internal re-
sources into paying the KAM interns®’ (cf. [14]). The company in cell B4 in the lower left quadrant
of Table A2.6.1 differs from the first two companies because it started to give a substantial sti-
pend to KAM interns after the implementation of the funding switch. However, the company
substitutes casual workers with KAM interns to give them their salary:

“the KAM group [...] comes and fill[s] in the gaps that we want to fill, as opposed to hiring temporary workers. We

put them into those positions and therefore we pay them those stipends that we'd pay a temporary worker in that

position. [...] And then we don't bring on board the temporary staff, that we might have wanted to bring in to bridge
the gaps in certain areas.” ([8], pos. 99).

While this ensures that the KAM interns receive a decent stipend, it also means that the com-
pany is not willing to invest any additional company-internal resources. Instead, they reallocate
the resources planned for the casual workers to KAM interns. This practice exerts negative em-
ployment effects for the casual workers since they are substituted by KAM interns.

Two further observations can be made by looking at the six participating companies on the left-
hand side of Table A2.6.1. First, the participation of the three companies in the lower left quad-
rant goes against the original premise of the sustainability program (i.e., the funding switch). The
premise was that only those companies willing to invest their own resources to pay the KAM
interns were supposed to receive further interns via the KAM TVET program (cf. section 1.2.).
However, these three companies are either not paying the KAM interns a monetary stipend or
they do not invest their own resources to finance the stipend. Yet, they still received KAM interns

6 NITA reimbursements 2 the National Industrial Training Authority (NITA) collects a small fee (around
50 KES) for each employee from manufacturing companies for ‘training purposes’. If the companies
register their interns/attachés with NITA, they get 3.000 KES (approx. 25€) per month per intern reim-
bursed (cf. [2])

67 Since that particular company gives only a small amount of the reimbursements they receive from NITA
to interns, they even make profit with interns, instead of investing company-internal resources into pay-
ing them.
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after the introduction of the sustainability program because the original premise of the sustain-
ability program was not consistently implemented.

The second observation can be deducted from column B: The introduction of the funding switch
has only led in three instances to a ‘change of heart’, in the sense that companies that had no
stipend policy prior to its implementation, started to actually pay a stipend because of KAM’s
and GIZ’s ‘switch request’ (Table A.2.6.1 column B; cf. [6]; [9]; [8]). The other three participating
companies in column A already had a stipend policy in place (in one case just lunch provision) for
other interns/attachés at their companies (cf. [5]; [14]; [16])e.

On the contrary, by looking at the six non-participating companies on the right-hand side of
Table A2.6.1, column C shows that four of these six companies still have a policy of paying other
interns/attachés at their companies®® (cf. [17]; [10]; [19]; [12]). Thus, generally opposing payment
of interns or attachés is not the reason why these four companies are not participating under the
sustainability program. However, the three companies in the cells C4, C5 and C6 were particularly
opposed to paying the KAM interns because they were:

a) either reluctant to invest their own resources when there is a chance that GIZ continues
to pay the stipends:

“We were appreciating what KAM was doing. When they were doing the stipend, we were sure, we are not
wasting our resources, you know, every time you feel like you're wasting a resource, it doesn't feel good.”

([12], pos. 201; cf. also [10])
b) or had particularly negative experiences with former KAM interns (cf. [19]).

Only the non-participating company in the upper right quadrant argued without restrictions in
favor of paying KAM interns. Here, company-internal concerns” were the reason why they did
not take any KAM interns after the implementation of the funding switch in 2019 (cf. [17]).

The remaining two companies in column D that do also not participate in the pilot scheme are
generally opposed to paying interns or attachés. This is reflected in the fact that they both do
not pay any other intern or attaché at their company (cf. Table A2.6.1; cells D4 & D6). The differ-
ence between the two is that the company in cell D4 was very satisfied with former KAM interns,
while the company in cell D6 was not ([18]; [13]).

Finally, as already mentioned, participation patterns in the funding switch cannot be deter-
mined solely by looking at the companies’ satisfaction with KAM interns. Among the five compa-
nies that are generally very satisfied with KAM interns (marked in green), three are participating
in the pilot program while two are not (cf. Table A2.6.1, cells A4, B3 vs. C4, D4). A similar picture
emerges for the four companies with mixed experiences or perceptions about KAM interns
(marked in yellow) (cf. Table A2.6.1, cells A1, A4, B4 vs. C1). However, neither of the three com-
panies with the strongest negative perceptions about KAM interns (marked in red) participates
in the pilot (cf. Table A2.6.1, cells C5, C6, D6). Thus, negative perceptions of KAM interns seemed
to generally outweigh positive or mixed ones.

6 These three companies pay the KAM interns very minimal stipends (ranging between lunch provision to
3.000 KES (approx. 25€), they already had in place prior to the introduction of the funding switch (cf.
[5]; [14]; [16]). In contrast, the companies that introduced a stipend at KAM'’s request pay substantial
stipends ranging between 10.000 to 12.000 KES per month (approx. 80€ - 90€) (cf. [6]; [9]; [8]).

69 All four even pay substantial stipends between 8.000 to 15.000 KES (approx. 60€ - 110€) (cf. [17]; [10];
[19]; [12]).

70 The company had negative experiences with industrial attachés in 2018, which led them to hire much
less interns or attachés after that incident ([17]).
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A3  Appendix of the quantitative RtW evaluation

A3.1 Original RtW cohort differences-in-differences evaluation design

Hypothetical non-
RtW beneficiaries,
ca. 50-80

7 Non-RtW VTls

' beneficiaries, ca.
| 120-150

Figure A3.1.1
Set-up and timeline of the RtW cohort difference-in-differences design
VT RtW
Baseline Graduation Graduation Endlinel Endline2
Aug.-Oct.’19 Nov.’19 Feb.’20 May’20  Aug.’20
| i i | H
1 1 1 ] 1
] 1 1 1 1
] ] 1 ] 1
1 L 1 1 1
1 1 1 ] 1
] 1 1 1 1
1 1 1 ] 1
| [ Non-RtW 1 I 1
] 1 1 1 1
H ] beneficiaries, ' ! !
1 ] | H | 1 1
i | ca. 50-80 A Internship, | i i
10 RtW VTIs | : /138075 | i i
{ | RtW beneficiaries, < H !
i ] ca. 120-150 N . | ;
! i \{ No internship, | ! i
1 1 _ I ] 1
! : Lc3-80-75 :
] ] 1
1 ] 1
] 1 1
] 1 1
1 1 1
1 1 1
| / 1
+ 1
1 1
H I\ Hypothetical RtW E
i : ]
1 1
1 1
! 1

Source: Own illustration.

Figure A3.1.2
Estimation strategy of the cohort difference-in-differences design

Outcome y
(e.g. income) Actual
treatment
group
Treatment effect
= treatmentdiff.
;::;ZII - control diff.
group
20.000
15.000
Hypothetical
treatment
group
Hypathetical
control group

(Hypothetical) R2W start
control group

Source: Own illustration.
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A3.2 Results from Double Machine Learning estimations

Figure A3.2.1
The effect of the RtW program on binary employment indicators using Double Machine Learn-
ing estimations

Total sample TC, YMCA and YWCA
T T

Employment status
RtW with placement vs. control |
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Decentemployment
RtW with placement vs. control -
RtW with placement vs. RtW only+

Self-employment
RtW with placement vs. control
RtW with placement vs. RtW only—

I

I

|

I

I

[

|

|

I

I

|

[

i

Job with contract I

RtW with placement vs. control | :
RtW with placement vs. RtW only i
Formal employment :

RtW with placement vs. control - :
RtW with placement vs. RtW only-| !
0

I
|
I
I
I
i
|
I
I
|
[
I
I
I
I
I
I
I
|
|
!
0

Source: Own calculations based on RtW Survey.

Figure A3.2.2
The effect of the RtW program on income and wages using Double Machine Learning estima-
tions

Total sample TC, YMCA and YWCA
T

Ln of total income
RtW with placement vs. control -

RtW with placement vs. RtW only

Ln of total income among employed
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Source: Own calculations based on RtW Survey.
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Figure A3.2.3
The effect of the RtW program on working hours using Double Machine Learning estimations

Total sample TC, YMCA and YWCA
| I
Hours worked among | |
employed (monthly) | \
| |
| I
| I
RtW with placement vs. control - i i
| I
| I
| I
RtW with placement vs. RtW only | : ;
I I ! T % T
40 20 0 20 40 -40 -20 0 20 40

Source: Own calculations based on RtW Survey.
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A3.3 Subsample estimations on income, wages, and working hours

Figure A3.3.1

The effect of the RtW program on income and wages by respondents’ age

Less than 25 years old

At least 25

years old

Ln of total income
RtW with placement vs. control

RtW with placement vs. RtW only
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Source: Own calculations based on RtW Survey.

Figure A3.3.2

The effect of the RtW program on hours by respondents’' age

Less than 25 years old

At least 25 years old

Hours worked among
employed (monthly)
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Source: Own calculations based on RtW Survey.
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Figure A3.3.3
The effect of the RtW program on income and wages by respondents' sustained work experi-
ence

Worked six months in No work experience of
one job at least six months
\

Ln of total income
RtW with placement vs. control

RtW with placement vs. RtW only

Ln of total income among employed
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Source: Own calculations based on RtW Survey.

Figure A3.3.4
The effect of the RtW program on hours by respondents’ sustained work experience

Worked six months in ~ No work experience of
one job at least six months
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Source: Own calculations based on RtW Survey.
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Figure A3.3.5

The effect of the RtW program on income and wages by respondents' construction sector ex-

perience
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No past experience in the
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Source: Own calculations based on RtW Survey.

Figure A3.3.6

The effect of the RtW program on hours by respondents' construction sector experience

Past experience in the No past experience in the
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Source: Own calculations based on RtW Survey.
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Figure A3.3.7

The effect of the RtW program on income and wages by respondents' experience in electrical

or mechanical work
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Source: Own calculations based on RtW Survey.

Figure A3.3.8

The effect of the RtW program on hours by respondents' experience in electrical or mechanical

work
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Source: Own calculations based on RtW Survey.

362



Figure A3.3.9

The effect of the RtW program on income and wages by respondents’ vocational training level
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Certificate
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Source: Own calculations based on RtW Survey.

Figure A3.3.10

The effect of the RtW program on hours by respondents’ s vocational training level
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Source: Own calculations based on RtW Survey.
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A4  Appendix of the quantitative S4C evaluation

Ad.1 Program impact for subsample of respondents who completed training

Figure A4.1.1
Estimated treatment effects of S4C program and placement component on binary outcomes
(alternative treatment definition)
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Source: Own calculations based on S4C survey.

Figure A4.1.2
Estimated treatment effects of S4C level 2 training on binary outcomes (alternative treatment
definition)
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Source: Own calculations based on S4C survey.
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Figure A4.1.3
Estimated treatment effects of S4C program and placement component on incomes and wages
(alternative treatment definition)
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Source: Own calculations based on S4C survey.

Figure A4.1.4
Estimated treatment effects of S4C program and placement component on working hours (al-
ternative treatment definition)
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Source: Own calculations based on S4C survey.
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Figure A4.1.5
Estimated treatment effects of S4C level 2 training on incomes and wages (alternative treat-
ment definition)
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Source: Own calculations based on S4C survey.

Figure A4.1.6
Estimated treatment effects of S4C level 2 training on working hours (alternative treatment
definition)

November March
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Source: Own calculations based on S4C survey.
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Figure A4.1.7

Estimated treatment effects of S4C program and placement component on labor market aspi-

rations (alternative treatment definition)
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Source: Own calculations based on S4C survey.

Figure A4.1.8

Estimated treatment effects of S4C level 2 training on labor market aspirations (alternative

treatment definition)
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Source: Own calculations based on S4C survey.
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Figure A4.1.9
Estimated treatment effects of S4C program and placement component on migration inten-
tions (alternative treatment definition)
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Source: Own calculations based on S4C survey.

Figure A4.1.10
Estimated treatment effects of S4C level 2 training on migration intentions (alternative treat-
ment definition)
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Source: Own calculations based on S4C survey.
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A4.2 Program heterogeneity with respect to endline in March 2020

Figure A4.2.1
Program effect heterogeneity on binary outcomes by respondents’ gender in March

Employment status
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Decent employment
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Source: Own calculations based on S4C survey.

Figure A4.2.2
Program effect heterogeneity on incomes and wages by respondents’ gender in March

ale

Total income

S4C vs. pure control

Total income among employed

S4C vs. pure control

Hourly wage among employed

M

1

|

|

|

|

|

i

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

S4C vs. pure control :
|
T

-2 -1 0 1 2 -2 -1 0 1 2

Source: Own calculations based on S4C survey.
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Figure A4.2.3
Program effect heterogeneity on binary outcomes by respondents’ age in March
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Source: Own calculations based on S4C survey.

Figure A4.2.4
Program effect heterogeneity on incomes and wages by respondents’ age in March
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Source: Own calculations based on S4C survey.
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Figure A4.2.5
Program effect heterogeneity on binary outcomes by respondents’ vocational training experi-
ence in March
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Source: Own calculations based on S4C survey.

Figure A4.2.6
Program effect heterogeneity on incomes and wages by respondents’ vocational training ex-
perience in March
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Source: Own calculations based on S4C survey.

371



Figure A4.2.7
Program effect heterogeneity on binary outcomes by respondents’ work experience in March
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Source: Own calculations based on S4C survey.

Figure A4.2.8
Program effect heterogeneity on incomes and wages by respondents’ work experience in
March
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Figure A4.2.9
Program effect heterogeneity on binary outcomes by respondents’ construction sector experi-
ence in March
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Source: Own calculations based on S4C survey.

Figure A4.2.10
Program effect heterogeneity on incomes and wages by respondents’ construction sector
experience in March
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